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Abstract
Retrieval-augmented classification and generation
models benefit from early-stage fusion of high-
quality text-based metadata, often called memory,
but face high latency and noise sensitivity. In
extreme classification (XC), where low latency
is crucial, existing methods use late-stage fusion
for efficiency and robustness. To enhance accu-
racy while maintaining low latency, we propose
MOGIC, a novel approach to metadata-infused
oracle guidance for XC. We train an early-fusion
oracle classifier with access to both query-side
and label-side ground-truth metadata in textual
form and subsequently use it to guide existing
memory-based XC disciple models via regular-
ization. The MOGIC algorithm improves preci-
sion@1 and propensity-scored precision@1 of
XC disciple models by 1–2% on six standard
datasets, at no additional inference-time cost. We
show that MOGIC can be used in a plug-and-play
manner to enhance memory-free XC models such
as NGAME or DEXA. Lastly, we demonstrate the
robustness of the MOGIC algorithm to missing
and noisy metadata. The code is publicly available
at https://github.com/suchith720/mogic.

1. Introduction
Context enrichment is the process of incorporating meta-
data from external sources (referred to as memory for a
model, comprising memory items) to improve the overall
performance on a task. While such methods have gained
popularity in generative modeling in the form of retrieval-
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augmented generation (RAG) (Lewis et al., 2020; Gao et al.,
2024; Fan et al., 2024), context enrichment also benefits
classification tasks (Guu et al., 2020b; Guo et al., 2023; Mo-
han et al., 2024; Long et al., 2022). In this paper, we focus
on using memory to improve classification, and in particular
scenarios wherein the label space is extremely large (typi-
cally of the order of millions), i.e., eXtreme Classification
(XC) (Mohan et al., 2024).

Real-world XC tasks often involve short-text queries, such
as in matching queries to advertiser-bidded keywords (for
sponsored search ads (Dahiya et al., 2021; Jain et al., 2016;
Prabhu et al., 2018b)), queries to product titles (for prod-
uct recommendations (Dahiya et al., 2021; Medini et al.,
2019; Mittal et al., 2021)), or queries to webpage titles (for
tagging (Babbar & Schölkopf, 2017; Chang et al., 2020;
You et al., 2019)). These XC tasks, characterized by an
extremely large label space, often suffer from data sparsity,
having very few training examples per label on average. In
such XC tasks, auxiliary metadata can offer relevant diverse
information, which can be leveraged to obtain a better un-
derstanding of the input queries, thereby making accurate
predictions. For example, on the query-to-ad-keyword pre-
diction task, the query-side metadata can be obtained by
mining organic search webpage titles clicked in response
to the query on the search engine, while on the Wikipedia
categories prediction task, other Wikipedia article titles con-
nected to the original page via hyperlinks could serve as the
metadata. For a detailed overview of the preliminaries, and
definitions of key terms, please refer to Appendix A.

Memory-based augmentation in XC remains a challeng-
ing problem due to the need for accurate and fast mem-
ory access. The low latency requirements are imposed by
real-world applications. Ideal/golden memory item link-
ages are typically available during training, referred to as
ground-truth metadata. However, these golden linkages are
seldom available during real-world deployment, particularly
in real-world scenarios, where 80-85% of the traffic is in the
cold-start setting, as reported in (Mittal et al., 2025). Our
work demonstrates that methods that rely entirely on high-
quality ground-truth linkages of metadata are susceptible to
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Table 1: A comparion of predictions from MOGIC (OAK), OAK, MOGIC (NGAME), and NGAME models, and the
ground-truth and oracle predictions, on the Wikipedia See Also prediction task. Legend: Black indicates ground truth, Red
indicates incorrect predictions, Green indicates correct predictions, and Blue indicates missing labels (as per a human judge).

QUERY Grass court Tangbe

GROUND TRUTH LABELS Clay court, Carpet court, Hardcourt Mustang District, Kali Gandaki Gorge, Kali Gandaki River, Upper
Mustang, Gandaki River

GROUND TRUTH QUERY METADATA Tennis terminology, Sports rules and regulations, Tennis court
surfaces

Populated places in Mustang District

PREDICTED QUERY METADATA Courts by type, Landforms, Grasslands Populated places in Cameroon, Communes of Cameroon,
Township-level divisions of Hebei

ORACLE PREDICTIONS Clay court, Carpet court, Hardcourt, Plexicushion, DecoTurf Mustang District, Kali Gandaki Gorge, Kali Gandaki River, Upper
Mustang, Mustang Caves

OAK PREDICTIONS Fernie Ghostriders, Garland, Texas, List of Nevada state pris-
ons, Ronald Reagan Boyhood Home, West End (Richmond,
Virginia)

Desalpur, Second Franco-Dahomean War, Vladivostok, Kitenge,
List of currently erupting volcanoes

MOGIC (OAK) PREDICTIONS Clay court, Carpet court, Hardcourt, Video arcade, U.S. Men’s
Clay Court Championships

Mustang District, Kali Gandaki Gorge, Kali Gandaki River, Upper
Mustang, Gandaki River

NGAME PREDICTIONS National Register of Historic Places listings in Cumberland
County, North Carolina, Shangri La (Doris Duke), Vauxhall,
National Register of Historic Places listings in Perry County,
Alabama

Five kings of Wa, Piteraq, Wemale, Oyo Empire, List of light-
houses in Togo

MOGIC (NGAME) PREDICTIONS Clay court, Carpet court, Hardcourt, Stadium, Riding hall Mustang District, Upper Mustang, Mustang Caves, List of munic-
ipalities in Andhra Pradesh, Muktinath

noise and fail to make accurate predictions, even when these
linkages are slightly perturbed (see Table 5). To address the
cold-start challenge, prior work focused on predicting meta-
data during inference as an auxiliary task. This approach
typically involves training a separate model on ground-truth
metadata to solve this auxiliary task. However, several chal-
lenges persist, and can be characterized into: (a) Sensitivity
to retrieved metadata: Low quality retrievals from memory
lead to noisy augmentations to the query, degrading task
performance. For example, Cuconasu et al. (2024); Yoran
et al. (2024) and Yu et al. (2024) showed that, for text-based
early-fusion models, robustness to retrieved memory item
quality is critical for performance. (b) Relationship between
latency and the form of metadata infusion: Textual meta-
data offers superior interpretability over embedding-based
metadata, but can lead to high inference-time fusion latency
as it causes an increase in the sequence length of the input
to the transformer.

State-of-the-art retrieval augmentation approaches struggle
to balance accuracy and efficiency in XC. Recent works
such as OAK (Mohan et al., 2024) and PINA (Chien et al.,
2023) have shown that using metadata can improve online
classification performance. However, each approach has
its limitations. For example, OAK’s late-stage embedding-
based fusion method improves generalization and reduces
inference latency when handling noisy predicted metadata
(achieving precision@1 of 33.71 compared to 28.49 for
early-fusion on LF-WikiSeeAlsoTitles-320K dataset). How-
ever, even when provided with the ground-truth metadata,
the OAK model produces suboptimal representations com-

pared to early-fusion models (achieving precision@1 of
38.92 compared to 47.63 for early-fusion). This highlights
a key trade-off: while early-fusion models may struggle
with noisy metadata, they demonstrate superior performance
when given clean, high-quality metadata. In this work, we
aim to leverage this insight, using early-fusion models to
improve the performance of memory-based XC models. Fur-
thermore, this XC setting uniquely allows for incorporating
label-side metadata within the memory framework, a feature
that has not been fully utilized in existing approaches.

In this paper, we design a novel memory-based approach
for XC that utilizes both query and label-side metadata and
maintains low inference latency, by employing a combina-
tion of early-fusion of text-based metadata and late-fusion
of memory items. Our approach involves two phases of
training: (a) Oracle training, and (b) Oracle-guided disciple
training. We call this two-stage metadata-infused oracle
guidance framework for improved extreme classification as
MOGIC. In the first phase, we train an early-fusion Oracle
classifier which is provided access to both query-side and
label-side ground-truth metadata in textual form. In the
second phase, the oracle is used to guide the training of any
existing memory-based XC disciple model (such as OAK
or NGAME (Dahiya et al., 2023a)), by means of a novel
regularization loss. Table 1 shows two examples of queries
with ground truth labels; predicted and ground truth memory
items; the oracle predictions, and predictions from OAK,
NGAME, and their MOGIC counterparts on the Wikipedia
related articles prediction task. We observe that for the
query “Grass Court”, “Courts by type” is a relevant memory
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item. However, some predicted metadata (e.g., “Landforms”
and “Grasslands”) mislead OAK, leading to incorrect pre-
dictions about geographical places. NGAME also exhibits
poor performance in this scenario. In contrast, MOGIC,
trained with our novel regularization, effectively retains the
original intent of the query. This is because MOGIC lever-
ages the best of both worlds – it maintains low inference
latency and effectively handles noisy predicted metadata
through late-fusion, while simultaneously learning to mimic
the superior embeddings of the early-fusion oracle through
our novel regularization loss. This combined approach mit-
igates drawbacks of both late- and early-fusion methods,
resulting in improved performance. Appendix H contains
a detailed case study on how metadata and oracle-guided
training help MOGIC rectify errors from OAK.

In summary, our contributions are as follows:

• We propose MOGIC, a Metadata-infused Oracle
Guidance framework for Improved Extreme
Classification, that maintains real-world infer-
ence latency, while achieving 1–2% improvement over
state-of-the-art XC models.

• We develop a novel regularization loss that leverages
the oracle model to guide the training of a memory-
based disciple. This approach enables the disciple to
demonstrate performance gains while maintaining low
inference latency, resulting in a 50% reduction in com-
putational costs compared to the oracle.

• By means of extensive experimentation on six popular
XC datasets, we show that (a) MOGIC improves accu-
racy significantly in terms of standard metrics such as
precision, NDCG and propensity-scored precision atop
both memory-based models such as OAK as well as
memory-free models such as DEXA and NGAME; (b)
MOGIC is robust to missing and noisy metadata com-
pared to the oracle, and (c) MOGIC (OAK) achieves
state-of-the-art metrics across all datasets.

2. Related Work
Extreme Classification: XC is a crucial component in rank-
ing and recommendation systems (You et al., 2019; Guo
et al., 2019; Dahiya et al., 2021; Mittal et al., 2021; Saini
et al., 2021; Gupta et al., 2023; Mohan et al., 2024). XC
approaches learn a classifier associated with each label, treat-
ing each of the labels as classes in the multi-label setting,
with features obtained either via classical approaches such
as bag-of-words (Babbar & Schölkopf, 2017; Prabhu et al.,
2018b), decision trees (Prabhu et al., 2018b) or via deep-
learning techniques that leverage either pre-trained (Jain
et al., 2019) or learned (You et al., 2019; Jiang et al., 2021;
Dahiya et al., 2023a) models. The closest approach to ours
is that of OAK (Mohan et al., 2024), wherein an XC classi-

fier, such as an NGAME (Dahiya et al., 2023a) encoder, is
used to retrieve the metadata, and a single transformer atten-
tion layer is used to fuse the representations of the query and
the retrieved metadata. The proposed MOGIC algorithm
leverages a text-based early-fusion model to improve the
representations of the memory items in OAK. Along another
direction, models such as DEXA (Dahiya et al., 2023b) ag-
gregate information from the neighborhood of the encoder
representations to form the context. Consequently, MOGIC
can also be applied atop XC models such as NGAME and
DEXA to improve performance (cf. Table 6).

Retrieval-augmented Generation (RAG): The RAG
paradigm has become the defacto approach for incorporat-
ing metadata for context enrichment in generative models,
with the application typically being that of question answer-
ing. Prior to RAG, models such as REALM (Guu et al.,
2020a) leveraged external knowledge sources to improve
the accuracy of the transformer encoders using a retriever
that selected relevant documents or passages from the mem-
ory, while an encoder fused the input text and memory
items to compute an enriched embedding. RAG-based ap-
proaches (Lewis et al., 2020; Akyurek et al., 2023; Zhang
et al., 2023; Radhakrishnan et al., 2024; Muennighoff et al.,
2024) combine pre-trained parametric and non-parametric
memory for language generation. In RAG settings, the mem-
ory, typically text-based, is infused with the query at the
input (Yang et al., 2018; Karpukhin et al., 2020; Qu et al.,
2021; Lan et al., 2023; Lála et al., 2023; Yan et al., 2024).
Other approaches incorporate task-specific memory, such
as tabular data (Zha et al., 2023; Luo et al., 2023) or knowl-
edge graphs (Gaur et al., 2022; He et al., 2024). We observe
that retrieval-augmented models benefit from early-fusion,
and high-quality metadata, but suffer from high inference la-
tency and poor robustness to noise. MOGIC makes a novel
contribution by introducing the textual early-fusion of meta-
data into XC models while respecting latency constraints.

Guided Representation Learning: Transferring capabil-
ities via context-following from large language models
(LLMs) to smaller ones has been widely studied (Kim &
Rush, 2016; Gupta & Agrawal, 2022; Xu et al., 2024). In
the generative setting, models such as Alpaca (Taori et al.,
2023), Vicuna (Chiang et al., 2023), Self-instruct (Wang
et al., 2023), etc., have been shown to use supervised
instruction-following fine-tuning to improve generation,
where the tuning data is generated using LLMs. On the
LLM-based classification task, AugGPT (Dai et al., 2025)
employs a teacher LLM to rephrase input sentence to im-
prove general and clinical-domain classification perfor-
mance. Various other works (Gilardi et al., 2023; He et al.,
2023; Gao et al., 2023; Chenglin et al., 2024; Li et al., 2023)
have considered guidance for LLM-based classification in
the context of annotation generation, data clustering and
curation, etc., but do not target the XC setting. The Ora-
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cle guidance framework in MOGIC can be viewed as an
instantiation of guided representation learning, wherein the
text-based early-fusion Oracle provides supervision for a
downstream model such as OAK. MOGIC is therefore or-
thogonal to these existing guidance-based approaches.

3. The MOGIC Approach
Before we describe the MOGIC algorithm, we first intro-
duce the notation used in this paper.

Notation: Consider the task of query-to-label subset pre-
diction, as common in the XC setting. Let L denote the
total number of labels present, and Q, the total number of
queries. Let Xq, Zl be the textual descriptions of the query
and the label, indexed by q and l, respectively. For each
query Xq , its ground-truth label vector is yq ∈ {−1,+1}L,
where [yq]l = yql = +1 if label l is relevant to query q
and yql = −1 otherwise. Let Ak be the textual descriptions
of the auxiliary memory item (indexed by k), and M de-
note the total number of memory items. For each query Xq

or label Zl, the vector representation of it’s ground truth
memory-items is denoted by aq/l with a ∈ {−1,+1}M ,
where ak = +1 if memory item k is relevant and vice-versa.
We assume that the label and the memory-item sets remain
unchanged between training and testing.

In summary, X def
= {Xq}Qq=1 ∪ {Zl}Ll=1 ∪ {Ak}Mk=1 denote

all the textual information, comprising Q labeled queries, L
labels, and M memory items. The dataset is then denoted by
D

def
= {{Xq,yq,aq}Qq=1, {Zl,al}Ll=1, {Ak}Mk=1}. Within

this setting, the XC problem is one of predicting relevant set
of labels ỹq associated with each query Xq , while leveraging
memory items. We now present the MOGIC framework.

3.1. The MOGIC Framework

MOGIC comprises four main components (a) The base XC
model (disciple), either memory-based, or memory-free; (b)
The oracle O for guidance. (c) The XC-task-specific loss
function; and (d) The guidance loss function. In this paper,
we primarily focus on memory-based XC models, and in
particular, OAK. Please refer to Figure 1 for an overall
understanding of the integration of OAK into the MOGIC
framework. Appendices B and C provide additional details.
The four blocks are described below.

1. Disciple (D): The disciple (in this case, OAK) is a
trainable XC architecture with parameters θD such that
this encoder model takes in a query or label and outputs
a d-dimensional embedding EθD : X → Sd−1 that lies
on the unit sphere Sd−1.

2. Oracle (O): The oracle is an encoder model (either
a large language model (LLM) or a small language
model (SLM)) with parameters θO and is used to guide

the disciple in the second phase of the MOGIC frame-
work. Typically the oracle is a computationally ex-
pensive, but highly accurate embedding-based model.
The oracle accepts as input, queries, labels and their
associated metadata, and generates high-quality repre-
sentations, while being trained/finetuned for the XC
task. These embeddings are subsequently used to guide
the disciple via a guidance loss. In MOGIC, we con-
sider DistilBERT (Sanh et al., 2019), LLaMA-2 (Tou-
vron et al., 2023) and Phi-2 (Javaheripi et al., 2023)
finetuned on the XC task as oracles.

3. Task-specific Loss Function: The loss, denoted by
LDisciple, is associated with the task for which the dis-
ciple is being trained. For instance, in OAK, LDisciple

is a triplet margin loss (Mohan et al., 2024).

4. Guidance Loss Function: The guidance is provided
by the oracle to the disciple using two loss functions:
LAlignment and LMatching (cf. Section 3.3).

MOGIC is a highly modular framework which can accom-
modate different choices of the oracle model, the disciple
model and its task-specific loss function. The following
section discusses the training of the oracle and the guidance
loss employed to regularize the disciple.

3.2. MOGIC Phase 1: Oracle Training

To train a highly accurate XC oracle, three components
are critical: (a) The task-specific loss function; (b) Super-
vised training data, and (c) Auxiliary metadata, which can
enhance the quality of label and query. Prior work has
predominantly focused on designing effective task-specific
loss functions (Dahiya et al., 2023a; Gupta et al., 2023;
Kharbanda et al., 2023). We leverage the standard triplet
loss with in-batch negative sampling for training our oracle
model. The oracle is trained by using early-fusion, wherein
the query, label, and their associated metadata are provided
at the input layer via simple text concatenation (with appro-
priate delimiter tokens). The input is then projected onto
an embedding space Rd using an encoder EθO . For exam-
ple, given a query q with textual description Xq, the input
to the oracle is the query text concatenated with its asso-
ciated m memory items, i.e., X̃q = Xq||Aq1 || . . . ||Aqm ,
where || denotes the delimiter token, and the corresponding
embedding is given as x∗

q = EθO (X̃q). On the label side,
the metadata-enriched label representation is computed as
z∗l = EθO (Z̃l), where Z̃l is defined in a manner similar to
X̃q . The optimization objective for the oracle is:

θO = argmin
θ

L
(
{x∗

q}q∈Q, {z∗l }l∈L, {yql}q∈Q,l∈L

)
where L can be any discriminative loss function that pushes
relevant labels closer to and irrelevant labels farther away
from the query in their joint embedding space. Based on
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1

DISCIPLE (OAK)

MEMORY  
BANK

Query 
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(Xq)

Gummy Candy

Jelly Bean
Label 
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<latexit sha1_base64="XjNDNyO/6rpxyNhpClUbv8+yUXo=">AAAEkHicnVNZb9NAEN62AUo4evDIy4oqEg+hStKDCqmiCFEhHqDQU8JRtF6P41X3cHfHbV3Lf4NX+Fv8G9ZJpNY09IGRLM/MfnPsNzthKoXDTuf3zOxc4979B/MPm48eP3m6sLi0fORMZjkcciONPQmZAyk0HKJACSepBaZCCcfh6fvq/PgcrBNGH2CeQl+xoRax4Ay9KwhCVahyUJwNuuVgcaWz2hkJva10J8oKmcjeYGlOB5HhmQKNXDLnCmZRcAllM8gcpIyfsiF8R7jECxFhst3rcNWuzATEMMHtNW/3iyEYBWjzWlTBlHO5CkvaUgwTV8to4UybfgWpzqZBihEz/sS7Ihob6z+NdOSdVqbt/5ioqakqj3Wxq/fnUDGb26jujZnmeWgu6wxkGG/1C6HTDEHzcVdxJikaWs2ERsICR5lTxrnnMmPom+YJs4yjn12zGYxii30RRZ7iZODnKs1ZJjLlVaWYjnx3I/mvspFg3Ao/uptFgyRPE9ApaCYx746n32ztfvl88IbuSxGBo69ob6NNv33YrbROm+4Z52O9sbbZbN3kBdAYOeKlFWi44OOmi+AKrImESyXL3alIXVm0mi1KAwf+JeshJkXAQnMONzBlsZ5ieQsWgjQXNVhvGqyWLTEW78DWUl5jOx5b3YOlKZoi0MYqJp24gnLKfa5x/q1KeTckNga1QfhXMr+h3b/38bZy1Fvtbq5ufF1f2dma7Oo8eU5ekJekS16THfKR7JFDwklKfpCf5FdjubHVeNt4N4bOzkxinpGaND79AQARjms=</latexit>mq1

<latexit sha1_base64="2d/mtcTyCuZPu+IKjdTm+vX8OoA=">AAAEpnicnVPdT9RAEF/gVKwfgD76spFcwsNJ7o4PjQmGRCE+IQoHJPZybrdz1w3b3bI7BUrTV/8aX/V/8b9x27sEKicPTtJ0ZvY3H/ubnSCRwmK7/Xtmdq5x7/6D+Yfeo8dPni4sLj07sjo1HHpcS21OAmZBCgU9FCjhJDHA4kDCcXD6vjw/PgdjhVaHmCXQj9lIiaHgDJ1rsEj9mGFkucl3ikHuYwTIBpWPM5l/KIrB4nJ7tV0Jva10Jsoymcj+YGlO+aHmaQwKuWTW5syg4BIKz08tJIyfshF8RbjECxFitNVt87hVmhGIUYRba87u5yPQMaDJalE5i63N4qCgzartWkYDZ0r3S0h5Ng2SV3y5E+cK6VAb9ymklXdamZb7YxRPTVV6jB3aen8WY2YyE9a9Q6Z4FujLOgMpDt/0c6GSFEHxcVfDVFLUtJwUDYUBjjKjjHPHZcrQNc0jZhhHN1HP86vY/ECEoaM4GrhpS32WijR2ahwzFbruKvmvsqFg3Ag3uptF/ShLIlAJKCYx64yn7zV3P+0dvqUHUoRg6Sva3WjRLzu7pdZu0X1tXawz1ja95k1eALWWFS9NX8EFHzed+1dgdChsIllmT0Vii7zpNSn1Lbj3rUYY5T4L9DncwBT5eoLFLVgAUl/UYN1psFq2SBu8A1tLeY1tO2x5D5YkqHNfaRMzacUVFFPuc41zb1XKuyFDrVFphH8lcxva+XsfbytH3dXO5urG5/Xl7XeTXZ0nL8hLskI65DXZJh/JPukRTr6TH+Qn+dVYaew1eo3jMXR2ZhLznNSk8e0Pm8OXpw==</latexit>

E�D

<latexit sha1_base64="BNKV4LQ/ZTMBpHzOKcGIJ57htww=">AAAEj3icnVNLb9QwEHbbBUp4tXDkYlGtxGGpstunkIoqVVRwgUKfUrOqHGeysdaxU3vSNo3yM7jC7+Lf4Oyu1IYuPTBSlJnxNw9/4wkzKSz6/u+Z2bnWg4eP5h97T54+e/5iYfHlkdW54XDItdTmJGQWpFBwiAIlnGQGWBpKOA6HO/X58QUYK7Q6wCKDfsoGSsSCM3Su0yBlmHAmy53qbGHJX/ZHQu8q3YmyRCayd7Y4p4JI8zwFhVwya0tmUHAJlRfkFjLGh2wApwhXeCkiTLZ6Pk87tZmAGCS4teLsfjkAnQKaohFVstTaIg0r2q47tI2MBs6V7teQ+mwapBwR406cK6KxNu5TSEfeaWU67o9JOjVV7TE2ts3+LKbMFCZqemOmeBHqqyYDOcab/VKoLEdQfNxVnEuKmtYjoZEwwFEWlHHuuMwZuqZ5wgzj6EbnecEottwXUeQoTs7cWKU+z0WeOjVNmYpcdyP5r7KRYNwIN7rbRYOkyBJQGSgmseiOp++1d79+OXhP96WIwNJ3tLfWod8/7taa36F72rpYZ6yse+3bvABqLUe8tAMFl3zcdBlcg9GRsJlkhR2KzFZl22tTGlhwD1kNMCkDFuoLuIWpytUMqzuwEKS+bMB602CNbIk2eA+2kfIG6ztsfQ+WZajLQGmTMmnFNVRT7nODc29VyvshsdaoNMK/krkN7f69j3eVo95yd3157dvq0vbmZFfnyWvyhrwlXbJBtsknskcOCSea/CA/ya/WYmuj9aG1PYbOzkxiXpGGtD7/AeeSjeo=</latexit>C <latexit sha1_base64="v31fspL+F4ywFxyG8EAD6Kkbclw=">AAAEpnicnVNLT9wwEDawben2AbTHXqyilThsUXZ5tKpEhVSBegJaWEBqVlvHmd1YOHawJ0CIcu2v6bX9L/03dbIrQcqWQ0eKMjP+5uFvPEEihUXP+z0zO9d48PDR/OPmk6fPni8sLr04tjo1HHpcS21OA2ZBCgU9FCjhNDHA4kDCSXD2sTw/uQBjhVZHmCXQj9lIiaHgDJ1rsEj9mGFkucl3ikHuYwTIBpWPM5nvF8Vgcdlb9Sqhd5XORFkmEzkYLM0pP9Q8jUEhl8zanBkUXELR9FMLCeNnbARfEa7wUoQYbXU9HrdLMwIxinBrzdn9fAQ6BjRZLSpnsbVZHBS0VbVdy2jgXOl+CSnPpkHyii934lwhHWrjPoW08k4r03Z/jOKpqUqPsUNb789izExmwrp3yBTPAn1VZyDF4bt+LlSSIig+7mqYSoqalpOioTDAUWaUce64TBm6pnnEDOPoJtps+lVsfijC0FEcDdy0pT5PRRo7NY6ZCl13lfxX2VAwboQb3e2ifpQlEagEFJOYdcbTb7Z29/eO3tNDKUKw9A3tbrTpl53dUvPa9EBbF+uMtc1m6zYvgFrLipeWr+CSj5vO/WswOhQ2kSyzZyKxRd5qtij1Lbj3rUYY5T4L9AXcwhT5eoLFHVgAUl/WYN1psFq2SBu8B1tLeYP1HLa8B0sS1LmvtImZtOIaiin3ucG5tyrl/ZCh1qg0wr+SuQ3t/L2Pd5Xj7mpnc3Xj8/ry9ofJrs6TV+Q1WSEd8pZsk0/kgPQIJ9/JD/KT/GqsNPYavcbJGDo7M4l5SWrS+PYHyUSXsg==</latexit>

E�O

<latexit sha1_base64="Q+WV3ULyzshRofBxp4fZvQ2GUg0=">AAAEjnicnVNLb9NAEN62AYp5pXDksqKKxCFUSfoAIRUqIaqeoNCnwFG0Xk/iVffh7o7bupb/BVf4X/wb1kmk1jT0wEiWZ2a/eew3O1EqhcNO5/fc/ELjzt17i/eDBw8fPX7SXHp66ExmORxwI409jpgDKTQcoEAJx6kFpiIJR9HJh+r86AysE0bvY55CX7GRFkPBGXrXtzBSxWU5KGQ5aC53VjpjoTeV7lRZJlPZHSwt6DA2PFOgkUvmXMEsCi6hDMLMQcr4CRvBd4QLPBcxJpu9DlftykxAjBLcXPV2vxiBUYA2r0UVTDmXq6ikLcUwcbWMFk616VeQ6mwWpBjz4k+8K6ZDY/2nkY69s8q0/R8TNTNV5bFu6Or9OVTM5jaue4dM8zwyF3UGMhy+6RdCpxmC5pOuhpmkaGg1ERoLCxxlThnnnsuMoW+aJ8wyjn5yQRCOY4s9Ecee4mTgpyrNaSYy5VWlmI59d2P5r7KxYNwKP7rrRcMkTxPQKWgmMe9Oph+0tj9/2n9L96SIwdFXtLfepl8/bldap013jfOx3ljdCFrXeQE0Ro55aYUazvmk6SK8BGti4VLJcnciUlcWraBFaejAv2M9wqQIWWTO4BqmLNZSLG/AIpDmvAbrzYLVsiXG4i3YWsorbMdjq3uwNEVThNpYxaQTl1DOuM8Vzr9VKW+HDI1BbRD+lcxvaPfvfbypHPZWuhsr61/WlrfeTXd1kTwnL8hL0iWvyRbZIbvkgHCiyQ/yk/xqNBsbjc3G+wl0fm4a84zUpLHzB3iZjdU=</latexit>zl
<latexit sha1_base64="qgQESUm39wTP8YOCn+sqOUtxHBQ=">AAAEkHicnVPbbtNAEN22AUq4teWRlxVVJIRClaQXKqRCEaJCPEChVwmHaL2exKvsxd0dt3Ut/wav8Fv8DeskUmsa+sBIlmdmz1z2zE6YSOGw1fo9MztXu3X7zvzd+r37Dx4+WlhcOnQmtRwOuJHGHofMgRQaDlCghOPEAlOhhKNw+K48PzoF64TR+5gl0FVsoEVfcIbeFQShyi+K7897uSx6C8utldZI6HWlPVGWyUR2e4tzOogMTxVo5JI5lzOLgkso6kHqIGF8yAbwDeEcz0SE8VanxVWzNGMQgxi3Vr3dzQdgFKDNKlE5U85lKixoQzGMXSWjhRNtuiWkPJsGyUfM+BPvimjfWP9ppCPvtDJN/8dYTU1Veqzru2p/DhWzmY2q3j7TPAvNeZWBFPub3VzoJEXQfNxVP5UUDS1nQiNhgaPMKOPcc5ky9E3zmFnG0c+uXg9GsfmeiCJPcdzzc5XmJBWp8qpSTEe+u5H8V9lIMG6FH93VokGcJTHoBDSTmLXH0683dj5/2n9F96SIwNEXtLPepF/f75Raq0l3jfOx3ljdqDeu8gJojBzx0gg0nPFx03lwAdZEwiWSZW4oElfkjXqD0sCBf8l6gHEesNCcwhVMka8lWFyDhSDNWQXWmQarZIuNxRuwlZSX2JbHlvdgSYImD7SxikknLqCYcp9LnH+rUt4M6RuD2iD8K5nf0Pbf+3hdOeystDdW1r+sLW+/nuzqPHlCnpJnpE1ekm3ygeySA8JJQn6Qn+RXbam2WXtTezuGzs5MYh6TitQ+/gEBLo5x</latexit>

z�
l

<latexit sha1_base64="bJ1AjCDIUehzEjHmWYXNJjGRDvA=">AAAEkHicnVPbbtNAEN22AUq4teWRlxVVJIRClaQXKqRCEaJCPEChVwmHaL2exKvsxd0dt3Ut/wav8Fv8DeskUmsa+sBIlmdmz1z2zE6YSOGw1fo9MztXu3X7zvzd+r37Dx4+WlhcOnQmtRwOuJHGHofMgRQaDlCghOPEAlOhhKNw+K48PzoF64TR+5gl0FVsoEVfcIbeFQShys+L7897+UnRW1hurbRGQq8r7YmyTCay21uc00FkeKpAI5fMuZxZFFxCUQ9SBwnjQzaAbwjneCYijLc6La6apRmDGMS4tertbj4AowBtVonKmXIuU2FBG4ph7CoZLZxo0y0h5dk0SD5ixp94V0T7xvpPIx15p5Vp+j/Gamqq0mNd31X7c6iYzWxU9faZ5llozqsMpNjf7OZCJymC5uOu+qmkaGg5ExoJCxxlRhnnnsuUoW+ax8wyjn529Xowis33RBR5iuOen6s0J6lIlVeVYjry3Y3kv8pGgnEr/OiuFg3iLIlBJ6CZxKw9nn69sfP50/4ruidFBI6+oJ31Jv36fqfUWk26a5yP9cbqRr1xlRdAY+SIl0ag4YyPm86DC7AmEi6RLHNDkbgib9QblAYO/EvWA4zzgIXmFK5ginwtweIaLARpziqwzjRYJVtsLN6AraS8xLY8trwHSxI0eaCNVUw6cQHFlPtc4vxblfJmSN8Y1AbhX8n8hrb/3sfrymFnpb2xsv5lbXn79WRX58kT8pQ8I23ykmyTD2SXHBBOEvKD/CS/aku1zdqb2tsxdHZmEvOYVKT28Q8NiI50</latexit>

x�
q

<latexit sha1_base64="BSjMV3YYplqAoRSVMzvdPLKHsBQ=">AAAEjnicnVNLb9NAEN62AYp5pXDksqKKxCFUSfoAIRUqIaqeoNCnwFG0Xk/iVffh7o7bupb/BVf4X/wb1kmk1jT0wEiWZ2a/eew3O1EqhcNO5/fc/ELjzt17i/eDBw8fPX7SXHp66ExmORxwI409jpgDKTQcoEAJx6kFpiIJR9HJh+r86AysE0bvY55CX7GRFkPBGXrXtzBSxUU5KE7LQXO5s9IZC72pdKfKMpnK7mBpQYex4ZkCjVwy5wpmUXAJZRBmDlLGT9gIviNc4LmIMdnsdbhqV2YCYpTg5qq3+8UIjAK0eS2qYMq5XEUlbSmGiatltHCqTb+CVGezIMWYF3/iXTEdGus/jXTsnVWm7f+YqJmpKo91Q1fvz6FiNrdx3TtkmueRuagzkOHwTb8QOs0QNJ90NcwkRUOridBYWOAoc8o491xmDH3TPGGWcfSTC4JwHFvsiTj2FCcDP1VpTjORKa8qxXTsuxvLf5WNBeNW+NFdLxomeZqATkEziXl3Mv2gtf350/5buidFDI6+or31Nv36cbvSOm26a5yP9cbqRtC6zgugMXLMSyvUcM4nTRfhJVgTC5dKlrsTkbqyaAUtSkMH/h3rESZFyCJzBtcwZbGWYnkDFoE05zVYbxasli0xFm/B1lJeYTseW92DpSmaItTGKiaduIRyxn2ucP6tSnk7ZGgMaoPwr2R+Q7t/7+NN5bC30t1YWf+ytrz1brqri+Q5eUFeki55TbbIDtklB4QTTX6Qn+RXo9nYaGw23k+g83PTmGekJo2dP4T3jdg=</latexit>xq
<latexit sha1_base64="Gy/FXzf6YOly4cIaK5g7mX7W+YI=">AAAEpXicnVNLb9QwEHbpAiW8WjhywKJawWGpstsHCKmoElBx4FHoUyKrlePMbqw6dmpP2qZRjvwarvBj+Dc42ZXa0KUHRooyM/7m4W88YSqFRd//PXNttnX9xs25W97tO3fv3Z9feLBndWY47HIttTkImQUpFOyiQAkHqQGWhBL2w8M31fn+MRgrtNrBPIV+wkZKDAVn6FyD+cdBwjDmTBYfykFRG4jFW2G5SCWU5WB+0V/ya6GXle5EWSQT2RoszKog0jxLQCGXzNqCGRTc5fKCzELK+CEbwTeEUzwREcbrPZ8nncqMQYxiXF92dr8YgU4ATd6IKlhibZ6EJW1XjdpGRgNHSvcrSHU2DVLUdLkT54roUBv3KaS1d1qZjvtjnExNVXmMHdpmfxYTZnITNb1Dpnge6tMmAxkOX/YLodIMQfFxV8NMUtS0GhSNhAGOMqeMc8dlxtA1zWNmGEc3UM8L6thiW0SRozgeuGFLfZSJLHFqkjAVue5q+a+ykWDcCDe6i0WDOE9jUCkoJjHvjqfvtTc/f9p5RbeliMDS57S32qFf321Wmt+hW9q6WGcsr3nti7wAai1rXtqBghM+broIzsDoSNhUstweitSWRdtrUxpYcM9bjTAuAhbqY7iAKYuVFMtLsBCkPmnAetNgjWyxNngFtpHyHOs7bHUPlqaoi0BpkzBpxRmUU+5zjnNvVcqrIUOtUWmEfyVzG9r9ex8vK3u9pe7a0uqXlcWN15NdnSOPyBPyjHTJC7JB3pMtsks4+U5+kJ/kV+tp62Nrp7U3hl6bmcQ8JA1pDf4AWoeXXA==</latexit>LDisciple

<latexit sha1_base64="Xl91ja137WDKDCLtPHJvnHc62BU=">AAAEpXicnVNLb9QwEHbbBUp4tXDkgEW1gsNS7W4fIKSiSoiKA4UCfUlktXKcycaqY6f2pG0a5civ4Qo/hn+Dk12pDV16YKQoM+NvHv7GE6RSWOx2f8/MzrVu3Lw1f9u7c/fe/QcLiw/3rc4Mhz2upTaHAbMghYI9FCjhMDXAkkDCQXD0tjo/OAFjhVa7mKcwSNhIiUhwhs41XHjiJwxjzmTxoRwWtYFYbDPksVCjshwuLHWXu7XQq0pvoiyRiewMF+eUH2qeJaCQS2ZtwQwKLqH0/MxCyvgRG8E3hDM8FSHGG/0uTzqVGYMYxbix4uxBMQKdAJq8EVWwxNo8CUrarhq1jYwGjpUeVJDqbBqkqOlyJ84V0kgb9ymktXdamY77Y5xMTVV5jI1ssz+LCTO5CZveiCmeB/qsyUCG0atBIVSaISg+7irKJEVNq0HRUBjgKHPKOHdcZgxd0zxmhnF0A/U8v44tvoowdBTHQzdsqY8zkSVOTRKmQtddLf9VNhSMG+FGd7moH+dpDCoFxSTmvfH0vfbWp4+7r+lXKUKw9AXtr3Xol3dbldbt0B1tXawzVta99mVeALWWNS9tX8EpHzdd+OdgdChsKlluj0Rqy6LttSn1LbjnrUYYFz4L9AlcwpTFaorlFVgAUp82YP1psEa2WBu8BttIeYHtOmx1D5amqAtfaZMwacU5lFPuc4Fzb1XK6yGR1qg0wr+SuQ3t/b2PV5X9/nJvfXnt8+rS5pvJrs6Tx+QpeU565CXZJO/JDtkjnHwnP8hP8qv1rLXd2m3tj6GzM5OYR6QhreEfUkaXWg==</latexit>LMatching
<latexit sha1_base64="akTtf+qOb4emBDfeHtpfUDLWafQ=">AAAEpnicnVPdT9RAEF/gVKxfoI++bCSX8HCSu+NDY4LBGIkPBlE4ILGXY7udu27Y7pbdKVCavvrX+Kr/i/+N294lUDl5cJKmM7O/+djf7ASJFBbb7d8zs3ONO3fvzd/3Hjx89PjJwuLTA6tTw6HHtdTmKGAWpFDQQ4ESjhIDLA4kHAYn78vzwzMwVmi1j1kC/ZiNlBgKztC5BgvUjxlGnMn8UzHIKwMxfyfFSMWgsCgGC0vtlXYl9KbSmShLZCK7g8U55Yeap2U4l8zanBkUXELh+amFhPETNoJvCBd4LkKMNrttHrdKMwIxinBz1dn9fAQ6BjRZLSpnsbVZHBS0WXZqaxkNnCrdLyHl2TRIXvHlTpwrpENt3KeQVt5pZVruj1E8NVXpMXZo6/1ZjJnJTFj3DpniWaAv6gykOHzdz4VKUgTFx10NU0lR03JSNBQGOMqMMs4dlylD1zSPmGEc3UQ9z69i8z0Rho7iaOCmLfVpKtLYqXHMVOi6q+S/yoaCcSPc6K4X9aMsiUAloJjErDOevtfc/ryz/4buSRGCpS9pd71Fv37YLrV2i+5q62KdsbrhNa/zAqi1rHhp+grO+bjp3L8Eo0NhE8kyeyISW+RNr0mpb8G9bzXCKPdZoM/gGqbI1xIsbsACkPq8ButOg9WyRdrgLdhayits22HLe7AkQZ37SpuYSSsuoZhynyuce6tS3g4Zao1KI/wrmdvQzt/7eFM56K50NlbWv6wtbb2d7Oo8eU5ekGXSIa/IFvlIdkmPcPKd/CA/ya/GcmOn0WscjqGzM5OYZ6QmjeM/ZdyX2A==</latexit>LAlignment

ORACLE GUIDANCE ORACLE

<latexit sha1_base64="v31fspL+F4ywFxyG8EAD6Kkbclw=">AAAEpnicnVNLT9wwEDawben2AbTHXqyilThsUXZ5tKpEhVSBegJaWEBqVlvHmd1YOHawJ0CIcu2v6bX9L/03dbIrQcqWQ0eKMjP+5uFvPEEihUXP+z0zO9d48PDR/OPmk6fPni8sLr04tjo1HHpcS21OA2ZBCgU9FCjhNDHA4kDCSXD2sTw/uQBjhVZHmCXQj9lIiaHgDJ1rsEj9mGFkucl3ikHuYwTIBpWPM5nvF8Vgcdlb9Sqhd5XORFkmEzkYLM0pP9Q8jUEhl8zanBkUXELR9FMLCeNnbARfEa7wUoQYbXU9HrdLMwIxinBrzdn9fAQ6BjRZLSpnsbVZHBS0VbVdy2jgXOl+CSnPpkHyii934lwhHWrjPoW08k4r03Z/jOKpqUqPsUNb789izExmwrp3yBTPAn1VZyDF4bt+LlSSIig+7mqYSoqalpOioTDAUWaUce64TBm6pnnEDOPoJtps+lVsfijC0FEcDdy0pT5PRRo7NY6ZCl13lfxX2VAwboQb3e2ifpQlEagEFJOYdcbTb7Z29/eO3tNDKUKw9A3tbrTpl53dUvPa9EBbF+uMtc1m6zYvgFrLipeWr+CSj5vO/WswOhQ2kSyzZyKxRd5qtij1Lbj3rUYY5T4L9AXcwhT5eoLFHVgAUl/WYN1psFq2SBu8B1tLeYP1HLa8B0sS1LmvtImZtOIaiin3ucG5tyrl/ZCh1qg0wr+SuQ3t/L2Pd5Xj7mpnc3Xj8/ry9ofJrs6TV+Q1WSEd8pZsk0/kgPQIJ9/JD/KT/GqsNPYavcbJGDo7M4l5SWrS+PYHyUSXsg==</latexit>

E�O

<latexit sha1_base64="r5ckRwQL7p8VIJ40HW3q9IC1OPA=">AAAEiXicnVNLTxRBEG5gVVxUQI9eOpJNPKxkdnlISDAkROJJUVggcTakp6dmp0M/hu4aYJjsb/CqP81/Y8/uJjCycrCSyVRVf/Xor7qiTAqHQfB7Znau8ejxk/mnzYVnz18sLi2/PHYmtxx63EhjTyPmQAoNPRQo4TSzwFQk4SQ636vOTy7BOmH0ERYZ9BUbaJEIztC7eqGJDZ4trQSrwUjofaUzUVbIRA7Olud0GBueK9DIJXOuZBYFlzBshrmDjPFzNoDvCNd4JWJMd7oBV+3KTEEMUtxZ83a/HIBRgLaoRZVMOVeoaEhbimHqahktXGjTryDV2TRIOaLEn3hXTBNj/aeRjrzTyrT9H1M1NVXlsS5x9f4cKmYLG9e9CdO8iMx1nYEck61+KXSWI2g+7irJJUVDq2HQWFjgKAvKOPdc5gx90zxllnH0Q2s2w1FseSji2FOcnvmBSnORi1x5VSmmY9/dSP6rbCwYt8KP7m7RMC2yFHQGmkksOuPpN1v7Xz4fbdNDKWJw9B3tbrTpt4/7lRa06YFxPtYba5vN1l1eAI2RI15aoYYrPm66DG/Amli4TLLCnYvMDctWs0Vp6MA/YT3AtAxZZC7hDmZYrmc4vAeLQJqrGqw7DVbLlhqLD2BrKW+xgcdW92BZhqYMtbGKSSduYDjlPrc4/1alfBiSGIPaIPwrmd/Qzt/7eF857q52Nlc3vq6v7H6Y7Oo8eU3ekLekQ96TXfKJHJAe4USQH+Qn+dVYaHQaW43tMXR2ZhLzitSksfcHHyqLVQ==</latexit>! <latexit sha1_base64="qIDNYlv2AgcfSKpeKOcMOovhDW0=">AAAEi3icnVNLb9NAEN62AYqhtIUjlxVVJA6hStIHqKKoEmrFCQp9Sjiq1utxvMo+3N1xW9fKj+AKv4x/wzqJ1JqGHhjJ8szsN4/9ZifKpHDYbv+emZ1rPHj4aP5x8OTpwrPFpeXnx87klsMRN9LY04g5kELDEQqUcJpZYCqScBINPlbnJxdgnTD6EIsMeor1tUgEZ+hdJ6FRQufubGmlvdoeCb2rdCbKCpnI/tnynA5jw3MFGrlkzpXMouAShkGYO8gYH7A+fEe4wksRY7rdbXPVqswURD/F7TVv98o+GAVoi1pUyZRzhYqGtKkYpq6W0cK5Nr0KUp1Ng5QjUvyJd8U0MdZ/GunIO61My/8xVVNTVR7rElfvz6FitrBx3ZswzYvIXNUZyDF51yuFznIEzcddJbmkaGg1DhoLCxxlQRnnnsucoW+ap8wyjn5sQRCOYssDEcee4vTMj1Sa81zkyqtKMR377kbyX2VjwbgVfnS3i4ZpkaWgM9BMYtEZTz9o7n35fLhFD6SIwdE3tLvRot929yqt3aL7xvlYb6xtBs3bvAAaI0e8NEMNl3zcdBlegzWxcJlkhRuIzA3LZtCkNHTgH7HuY1qGLDIXcAszLNczHN6BRSDNZQ3WnQarZUuNxXuwtZQ32LbHVvdgWYamDLWxikknrmE45T43OP9WpbwfkhiD2iD8K5nf0M7f+3hXOe6udjZXN76ur+x8mOzqPHlJXpHXpEPekh3yieyTI8LJgPwgP8mvxkJjrbHVeD+Gzs5MYl6QmjR2/wAknoxO</latexit>!
<latexit sha1_base64="qIDNYlv2AgcfSKpeKOcMOovhDW0=">AAAEi3icnVNLb9NAEN62AYqhtIUjlxVVJA6hStIHqKKoEmrFCQp9Sjiq1utxvMo+3N1xW9fKj+AKv4x/wzqJ1JqGHhjJ8szsN4/9ZifKpHDYbv+emZ1rPHj4aP5x8OTpwrPFpeXnx87klsMRN9LY04g5kELDEQqUcJpZYCqScBINPlbnJxdgnTD6EIsMeor1tUgEZ+hdJ6FRQufubGmlvdoeCb2rdCbKCpnI/tnynA5jw3MFGrlkzpXMouAShkGYO8gYH7A+fEe4wksRY7rdbXPVqswURD/F7TVv98o+GAVoi1pUyZRzhYqGtKkYpq6W0cK5Nr0KUp1Ng5QjUvyJd8U0MdZ/GunIO61My/8xVVNTVR7rElfvz6FitrBx3ZswzYvIXNUZyDF51yuFznIEzcddJbmkaGg1DhoLCxxlQRnnnsucoW+ap8wyjn5sQRCOYssDEcee4vTMj1Sa81zkyqtKMR377kbyX2VjwbgVfnS3i4ZpkaWgM9BMYtEZTz9o7n35fLhFD6SIwdE3tLvRot929yqt3aL7xvlYb6xtBs3bvAAaI0e8NEMNl3zcdBlegzWxcJlkhRuIzA3LZtCkNHTgH7HuY1qGLDIXcAszLNczHN6BRSDNZQ3WnQarZUuNxXuwtZQ32LbHVvdgWYamDLWxikknrmE45T43OP9WpbwfkhiD2iD8K5nf0M7f+3hXOe6udjZXN76ur+x8mOzqPHlJXpHXpEPekh3yieyTI8LJgPwgP8mvxkJjrbHVeD+Gzs5MYl6QmjR2/wAknoxO</latexit>!<latexit sha1_base64="r5ckRwQL7p8VIJ40HW3q9IC1OPA=">AAAEiXicnVNLTxRBEG5gVVxUQI9eOpJNPKxkdnlISDAkROJJUVggcTakp6dmp0M/hu4aYJjsb/CqP81/Y8/uJjCycrCSyVRVf/Xor7qiTAqHQfB7Znau8ejxk/mnzYVnz18sLi2/PHYmtxx63EhjTyPmQAoNPRQo4TSzwFQk4SQ636vOTy7BOmH0ERYZ9BUbaJEIztC7eqGJDZ4trQSrwUjofaUzUVbIRA7Olud0GBueK9DIJXOuZBYFlzBshrmDjPFzNoDvCNd4JWJMd7oBV+3KTEEMUtxZ83a/HIBRgLaoRZVMOVeoaEhbimHqahktXGjTryDV2TRIOaLEn3hXTBNj/aeRjrzTyrT9H1M1NVXlsS5x9f4cKmYLG9e9CdO8iMx1nYEck61+KXSWI2g+7irJJUVDq2HQWFjgKAvKOPdc5gx90zxllnH0Q2s2w1FseSji2FOcnvmBSnORi1x5VSmmY9/dSP6rbCwYt8KP7m7RMC2yFHQGmkksOuPpN1v7Xz4fbdNDKWJw9B3tbrTpt4/7lRa06YFxPtYba5vN1l1eAI2RI15aoYYrPm66DG/Amli4TLLCnYvMDctWs0Vp6MA/YT3AtAxZZC7hDmZYrmc4vAeLQJqrGqw7DVbLlhqLD2BrKW+xgcdW92BZhqYMtbGKSSduYDjlPrc4/1alfBiSGIPaIPwrmd/Qzt/7eF857q52Nlc3vq6v7H6Y7Oo8eU3ekLekQ96TXfKJHJAe4USQH+Qn+dVYaHQaW43tMXR2ZhLzitSksfcHHyqLVQ==</latexit>!

Query : Gummy Candy
<latexit sha1_base64="pbHKaBismcVhCq+OI0YgUBZfOl8=">AAAEkHicnVPbbtNAEN22AYq5teWRlxVVpCKFKkkvVJUqihAV4gEKvUo4itbrSbzKXtzdcVvXym/wCr/F37BOIrWmoQ+MZHlm9sxlz+xEqRQOm83fM7NztXv3H8w/DB49fvL02cLi0rEzmeVwxI009jRiDqTQcIQCJZymFpiKJJxEg/fl+ck5WCeMPsQ8hY5ifS16gjP0rnAljFRx2j0bvtqm3YXl5mpzJPS20pooy2Qi+93FOR3GhmcKNHLJnCuYRcElDIMwc5AyPmB9+I5wiRcixmSn3eSqUZoJiH6CO2ve7hR9MArQ5pWoginnchUNaV0xTFwlo4UzbTolpDybBilGzPgT74ppz1j/aaQj77QyDf/HRE1NVXqs67lqfw4Vs7mNq94e0zyPzGWVgQx7W51C6DRD0HzcVS+TFA0tZ0JjYYGjzCnj3HOZMfRN84RZxtHPLgjCUWxxIOLYU5x0/VylOctEpryqFNOx724k/1U2Foxb4Ud3s2iY5GkCOgXNJOat8fSD+t6Xz4fb9ECKGBx9TdsbDfrtw16pNRt03zgf6421zaB+kxdAY+SIl3qo4YKPmy7CK7AmFi6VLHcDkbphUQ/qlIYO/EvWfUyKkEXmHG5ghsV6isNbsAikuajA2tNglWyJsXgHtpLyGtv02PIeLE3RFKE2VjHpxBUMp9znGuffqpR3Q3rGoDYI/0rmN7T19z7eVo7bq63N1Y2v68u7W5NdnScvyEuyQlrkDdklH8k+OSKcpOQH+Ul+1ZZqW7W3tXdj6OzMJOY5qUjt0x8UdY15</latexit>

(Xq) :

Metadata 
Metadata 

<latexit sha1_base64="uDEtL8VfEq1cNvdCA3gXfYpJkCY=">AAAElnicnVPbbtNAEN22AUq4pfCCxMuKKhJIpUrSC1WloiLUwhMEepVwFK3Xk3jVvbi747au5T/hFf6Jv2GdRGpNQx8YyfLM7JnLntkJEykctlq/Z2bnanfu3pu/X3/w8NHjJ42Fp4fOpJbDATfS2OOQOZBCwwEKlHCcWGAqlHAUnnwoz4/OwDph9D5mCfQUG2oxEJyhd/UbjVdBqPL3/fy03y6K15u031hsLbdGQm8q7YmySCbS7S/M6SAyPFWgkUvmXM4sCi6hqAepg4TxEzaE7wgXeC4ijLc6La6WSjMGMYxxa8XbvXwIRgHarBKVM+VcpsKCNhXD2FUyWjjVpldCyrNpkHzEjz/xrogOjPWfRjryTiuz5P8Yq6mpSo91A1ftz6FiNrNR1TtgmmehuagykOJgo5cLnaQImo+7GqSSoqHlZGgkLHCUGWWcey5Thr5pHjPLOPoJ1uvBKDbfE1HkKY77frrSnKYiVV5ViunIdzeS/yobCcat8KO7XjSIsyQGnYBmErP2ePr15u6Xz/ubdE+KCBx9QztrS/Tbzm6ptZZo1zgf642V9XrzOi+AxsgRL81AwzkfN50Hl2BNJFwiWeZOROKKvFlvUho48O9ZDzHOAxaaM7iGKfLVBIsbsBCkOa/AOtNglWyxsXgLtpLyCtvy2PIeLEnQ5IE2VjHpxCUUU+5zhfNvVcrbIQNjUBuEfyXzG9r+ex9vKoed5fb68trX1cXtjcmuzpMX5CV5RdrkLdkmn0iXHBBOzsgP8pP8qj2vvavt1D6OobMzk5hnpCK17h+DKo9D</latexit>

(Aq1) :
<latexit sha1_base64="+cg0wqcdfkpLbaqH9BuGcp6oU8g=">AAAElnicnVPbbtNAEN22AUq4pfCCxMuKKhJIpUrSC1WloiLUwhMEepVwFK3Xk3jVvbi747au5T/hFf6Jv2GdRGpNQx8YyfLM7JnLntkJEykctlq/Z2bnanfu3pu/X3/w8NHjJ42Fp4fOpJbDATfS2OOQOZBCwwEKlHCcWGAqlHAUnnwoz4/OwDph9D5mCfQUG2oxEJyhd/UbjVdBqPL3/fy03ymK15u031hsLbdGQm8q7YmySCbS7S/M6SAyPFWgkUvmXM4sCi6hqAepg4TxEzaE7wgXeC4ijLc6La6WSjMGMYxxa8XbvXwIRgHarBKVM+VcpsKCNhXD2FUyWjjVpldCyrNpkHzEjz/xrogOjPWfRjryTiuz5P8Yq6mpSo91A1ftz6FiNrNR1TtgmmehuagykOJgo5cLnaQImo+7GqSSoqHlZGgkLHCUGWWcey5Thr5pHjPLOPoJ1uvBKDbfE1HkKY77frrSnKYiVV5ViunIdzeS/yobCcat8KO7XjSIsyQGnYBmErP2ePr15u6Xz/ubdE+KCBx9QztrS/Tbzm6ptZZo1zgf642V9XrzOi+AxsgRL81AwzkfN50Hl2BNJFwiWeZOROKKvFlvUho48O9ZDzHOAxaaM7iGKfLVBIsbsBCkOa/AOtNglWyxsXgLtpLyCtvy2PIeLEnQ5IE2VjHpxCUUU+5zhfNvVcrbIQNjUBuEfyXzG9r+ex9vKoed5fb68trX1cXtjcmuzpMX5CV5RdrkLdkmn0iXHBBOzsgP8pP8qj2vvavt1D6OobMzk5hnpCK17h+HUI9E</latexit>

(Aq2) :

: Gummi Candies
: Candy

: Jelly BeanLabel 
<latexit sha1_base64="el9spUZ8QTb8fbLrqC5wp97OdEY=">AAAEj3icnVNbTxNBFB6gKq4XQB99mUiaYFJJW64hwZAYib4oyjWyTTM7e9qdMJdl5iywbPozfNXf5b9xtm0CK5UHT7LZc8585zLfmROlUjhsNn9PTc/UHjx8NPs4ePL02fO5+YUXR85klsMhN9LYk4g5kELDIQqUcJJaYCqScBydvS/Pjy/AOmH0AeYpdBTra9ETnKF3nS6FkSq+d+XgzVZ3frG53BwKvau0xsoiGcted2FGh7HhmQKNXDLnCmZRcAmDIMwcpIyfsT6cIlzhpYgx2W43uWqUZgKin+D2irc7RR+MArR5JapgyrlcRQNaVwwTV8lo4VybTgkpzyZBiiEx/sS7Ytoz1n8a6dA7qUzD/zFRE1OVHut6rtqfQ8VsbuOqt8c0zyNzVWUgw95mpxA6zRA0H3XVyyRFQ8uR0FhY4Chzyjj3XGYMfdM8YZZx9KMLgnAYW+yLOPYUJ10/VmnOM5EpryrFdOy7G8p/lY0F41b40d0uGiZ5moBOQTOJeWs0/aC+++XzwRbdlyIGR9/S9lqDfvuwW2rNBt0zzsd6Y2U9qN/mBdAYOeSlHmq45KOmi/AarImFSyXL3ZlI3aCoB3VKQwf+Ies+JkXIInMBtzCDYjXFwR1YBNJcVmDtSbBKtsRYvAdbSXmDbXpseQ+WpmiKUBurmHTiGgYT7nOD829VyvshPWNQG4R/JfMb2vp7H+8qR+3l1vry2tfVxZ3N8a7OklfkNVkiLbJBdshHskcOCSeG/CA/ya/aQm2j9q62M4JOT41jXpKK1D79AVhzjUw=</latexit>

(Zl) :

Metadata 
<latexit sha1_base64="LA1KlWWTHUyA87XmMrZtlmWn790=">AAAElnicnVPbbtNAEN22AUq4pfCCxMuKKhJIpUrSC1WloiLUwhMEepVwFK3Xk3jVvbi747au5T/hFf6Jv2GdRGpNQx8YyfLM7JnLntkJEykctlq/Z2bnanfu3pu/X3/w8NHjJ42Fp4fOpJbDATfS2OOQOZBCwwEKlHCcWGAqlHAUnnwoz4/OwDph9D5mCfQUG2oxEJyhd/UbjVdBqPL3/Vz220XxepP2G4ut5dZI6E2lPVEWyUS6/YU5HUSGpwo0csmcy5lFwSUU9SB1kDB+wobwHeECz0WE8VanxdVSacYghjFurXi7lw/BKECbVaJyppzLVFjQpmIYu0pGC6fa9EpIeTYNko/48SfeFdGBsf7TSEfeaWWW/B9jNTVV6bFu4Kr9OVTMZjaqegdM8yw0F1UGUhxs9HKhkxRB83FXg1RSNLScDI2EBY4yo4xzz2XK0DfNY2YZRz/Bej0YxeZ7Ioo8xXHfT1ea01SkyqtKMR357kbyX2UjwbgVfnTXiwZxlsSgE9BMYtYeT7/e3P3yeX+T7kkRgaNvaGdtiX7b2S211hLtGudjvbGyXm9e5wXQGDnipRloOOfjpvPgEqyJhEsky9yJSFyRN+tNSgMH/j3rIcZ5wEJzBtcwRb6aYHEDFoI05xVYZxqski02Fm/BVlJeYVseW96DJQmaPNDGKiaduIRiyn2ucP6tSnk7ZGAMaoPwr2R+Q9t/7+NN5bCz3F5fXvu6uri9MdnVefKCvCSvSJu8JdvkE+mSA8LJGflBfpJftee1d7Wd2scxdHZmEvOMVKTW/QNuYo8+</latexit>

(Al1) :: Gelatin desserts

<latexit sha1_base64="2d/mtcTyCuZPu+IKjdTm+vX8OoA=">AAAEpnicnVPdT9RAEF/gVKwfgD76spFcwsNJ7o4PjQmGRCE+IQoHJPZybrdz1w3b3bI7BUrTV/8aX/V/8b9x27sEKicPTtJ0ZvY3H/ubnSCRwmK7/Xtmdq5x7/6D+Yfeo8dPni4sLj07sjo1HHpcS21OAmZBCgU9FCjhJDHA4kDCcXD6vjw/PgdjhVaHmCXQj9lIiaHgDJ1rsEj9mGFkucl3ikHuYwTIBpWPM5l/KIrB4nJ7tV0Jva10Jsoymcj+YGlO+aHmaQwKuWTW5syg4BIKz08tJIyfshF8RbjECxFitNVt87hVmhGIUYRba87u5yPQMaDJalE5i63N4qCgzartWkYDZ0r3S0h5Ng2SV3y5E+cK6VAb9ymklXdamZb7YxRPTVV6jB3aen8WY2YyE9a9Q6Z4FujLOgMpDt/0c6GSFEHxcVfDVFLUtJwUDYUBjjKjjHPHZcrQNc0jZhhHN1HP86vY/ECEoaM4GrhpS32WijR2ahwzFbruKvmvsqFg3Ag3uptF/ShLIlAJKCYx64yn7zV3P+0dvqUHUoRg6Sva3WjRLzu7pdZu0X1tXawz1ja95k1eALWWFS9NX8EFHzed+1dgdChsIllmT0Vii7zpNSn1Lbj3rUYY5T4L9DncwBT5eoLFLVgAUl/UYN1psFq2SBu8A1tLeY1tO2x5D5YkqHNfaRMzacUVFFPuc41zb1XKuyFDrVFphH8lcxva+XsfbytH3dXO5urG5/Xl7XeTXZ0nL8hLskI65DXZJh/JPukRTr6TH+Qn+dVYaew1eo3jMXR2ZhLznNSk8e0Pm8OXpw==</latexit>

E�D

Figure 1: The MOGIC training framework can be used with any XC approach. In this figure, MOGIC is used over the
OAK disciple and its task-specific loss. An oracle’s (LLaMA-2, Phi-2 or DistilBERT) embeddings are used to regularize
the representation of OAK using the guidance loss. The green box represents the OAK disciple architecture, comprising
encoder (EθD ), memory bank and the combiner (C). The oracle comprises the encoder (EθO ). The MOGIC approach
involves training the disciple model on three loss: (a) The task loss LDisciple; (b) The oracle-disciple ranking alignment loss
LAlignment, and (c) The oracle-disciple embedding matching loss LMatching.

empirical success, we use a triplet-loss-based optimiza-
tion, which has demonstrated superior performance of dual-
encoder-based models:

LTriplet

(
{xq}, {zl}, {yql}

)
=

∑
p : yqp=+1
n : yqn=−1

[x⊤
q zn − x⊤

q zp + γ]+,

where zp and zn are the embeddings of the positive and
negative label, respectively, xq is the query embedding,
and γ is the margin. We omit superscripts and indexing
subscripts in the equation above for notational simplicity.

For the LLaMA-2 and Phi-2 SLMs, we perform LoRA fine-
tuning for the specific XC task using the corresponding
supervised training data and simple prompting (cf. Ap-
pendix D). For DistilBERT, we perform standard finetuning.

3.3. MOGIC Phase 2: Oracle-guided Disciple Training

The oracle typically demonstrates high accuracy on the
downstream XC task due to its larger size and access to
privileged information (ground truth textual metadata) not
accessible to the disciple. However, they are impractical
to deploy in any real-world application due to one or more
of the following limitations: (a) High computational cost
during deployment; (b) Slow inference time, or (c) A lack of
robustness to noisy metadata. Therefore, we use guidance,
in the form of embeddings from the oracle, to regularize a
chosen disciple model. The inspiration for training a disci-
ple model using an oracle is drawn from from knowledge
distillation, however, the proposed framework has several
key differences compared to traditional distillation, as dis-
cussed in Appendix C.1. While we present experimental
results using multiple disciples in Section 4, here, we base
our discussion around the OAK disciple as it has been shown
to be the state-of-the-art for XC tasks.

Disciple training comprises two key components: (a) An
embedding generator which provides embeddings xq and zl,
associated with a given query Xq and label Zl, respectively

and (b) A task-specific loss function over which the disciple
is trained. In MOGIC, we propose two additional loss terms,
namely the Alignment loss and the Matching loss, to pro-
vide oracle-guidance to the disciple for learning superior
embeddings. We describe these two loss components below.

1. Alignment: The Alignment loss focuses on aligning
the rankings of the oracle and the disciple. To enforce
this, MOGIC introduces a triplet margin loss between
the oracle’s query and the disciple’s label embeddings,
and vice versa, as follows.

LAlignment = LTriplet

(
{xq}, {z∗l }, {yql}

)
+ LTriplet

(
{x∗

q}, {zl}, {yql}
) (1)

Recall that the asterisk in the superscript indicates an
embedding from the oracle model.

2. Matching: The Matching loss focuses on ensuring
that the disciple mimics the oracle’s embeddings. To
enforce this in MOGIC, we introduce an L2 loss be-
tween the oracle query embeddings and the disciple
query embeddings (and similarly for labels) as follows:

LMatching =
∑
q∈Q

∥∥xq − x∗
q

∥∥
2
+

∑
l∈L

∥zl − z∗l ∥2 (2)

where xq = EθD (Xq) and zl = EθD (Zl) are the query
and label embeddings of the disciple, respectively. Finally,
MOGIC combines the aforementioned two losses with the
disciple’s task-specific loss function as follows:

LMOGIC = LDisciple + α · LAlignment + β · LMatching (3)

where α, β are tunable hyper-parameters and set to 1.0 and
0.1 respectively in our experiments. Appendix G.1 provides
a detailed sensitivity analysis over various values of α and
β. During the guidance training phase, only the disciple is
trained, while the oracle remains frozen.
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3.4. Theoretical Justification of Oracle-Guided Losses

Oracle-guided training, where a frozen oracle guides the
training of a disciple model through the Alignment and
Matching losses, enhances the disciple’s accuracy and ro-
bustness, by enabling implicit knowledge transfer and im-
proving convergence with fewer training samples. We the-
oretically analyze the impact of minimizing these losses
on the disciple’s accuracy and measure the sample com-
plexity under the following simplifying assumptions: (a) A
Lipschitz-continuous binary classification loss (with con-
stant K) replacing the triplet loss, and (b) Embeddings are
norm-bounded by B. The disciple is a dual encoder with
parameters θD = {θqD, θlD}, where θqD ∈ F and θlD ∈ G
represent the query and label tower parameters, respectively.
The hypothesis classes F and G have bounded complexities,
characterized by Rademacher constants Rq and Rl. The
following is our key result:

Theorem 1. Given MOGIC’s problem setting, if the disciple
model is trained by minimizing the oracle-guided loss L =
LAlignment + K · B · LMatching on the training set D ∼ D
with N samples, then for some λ > 0 and any δ ∈ [0, 1],
the following inequality holds true with probability at least
1− δ:

E((X,Z),y)∼D [LDisciple] ≤ E((X,Z),y)∼D [LOracle]

+
4K

N
·(Rq +Rl) + 2

√
log( 1δ )

N

Proof. The proof is provided in the Appendix E.

The above theorem shows that, post oracle-guided training,
the disciple’s expected population loss tends to be close to
oracle’s population loss itself, thus inheriting strong ora-
cle accuracy. This implies good training efficiency for the
proposed MOGIC framework.

4. Experiments and Results
We now present the experimental setup, and results on train-
ing various disciple models using the MOGIC framework.

4.1. Datasets and Experimental Setup

The XML Repository (Bhatia et al., 2016) provides various
public XC datasets which have been thoroughly studied in
the literature (You et al., 2019; Guo et al., 2019; Dahiya
et al., 2021; Mittal et al., 2021; Saini et al., 2021; Gupta
et al., 2023; Mohan et al., 2024). However, very few of
them (Mohan et al., 2024; Chien et al., 2023) offer ground
truth metadata. To address this, we attach ground truth
metadata from the original dumps to existing XC datasets.
Table 9 in Appendix F.1 summarizes the dataset statistics.

The Wikipedia datasets were created from publicly available

Wikipedia dumps 1 dated 2022-05-20. LF-WikiTitles-500K
and LF-Wikipedia-500K (full-text version of the former)
are datasets where, given a Wikipedia article/page, the task
is to predict the Wikipedia categories that the article should
be tagged with. Other Wikipedia article titles connected to
the original page via hyperlinks in the article are used as
metadata. Similarly, the task in the LF-WikiSeeAlsoTitles-
320K and LF-WikiSeeAlso-320K (full text version of the
former) datasets is, given a Wikipedia article/page, to predict
the other Wikipedia articles to be recommended in the “See
Also” section. The Wikipedia categories that these articles
are tagged with are used as metadata in this scenario. In a
similar vein, the Amazon datasets are created from publicly
available Amazon Product review dumps2. Given a product
title, the task in the LF-AmazonTitles-131K dataset and its
full-text version, LF-Amazon-131K is to predict products
that are likely to be bought together. The product category
that these products are tagged with serve as the metadata.

Implementation Details: We initialize all oracle and disci-
ple encoders with a DistilBERT checkpoint pre-trained on
the MS-MARCO dataset (Chen et al., 2024) and fine-tune
it. Table 10 in Appendix F.2 summarizes the various hyper-
parameters used for each dataset. We remark that MOGIC
uses golden linkages for the metadata only at training time,
whereas at inference time, these metadata linkages are in-
duced (i.e., for a new query, links to metadata are predicted
by the disciple). All models were trained using the PyTorch
library on a machine with 4 AMD MI200 GPUs.

4.2. Results

We now present the experimental results and conduct an
ablation study to analyze the contributions of different com-
ponents of our proposed framework (cf. Appendix G.2 for
further details).

Main results on benchmark datasets: MOGIC is com-
pared against state-of-the-art XC and dense retrieval ap-
proaches in Table 2. MOGIC leads to state-of-the-art ac-
curacy on multiple datasets. These accuracy gains are at-
tributed to gradient regularization from the oracle model.

In particular, MOGIC (OAK) outperforms OAK by 1–2%
in P@1 and 2–3% in propensity-scored metrics. In addi-
tion to OAK, MOGIC also outperforms graph-based ap-
proaches such as GraphFormers (Yang et al., 2021) and
GraphSage (Hamilton et al., 2017) by 8%, even those these
baseline approaches are given an unfair advantage with ac-
cess to ground-truth memory items during inference. Note
that MOGIC makes no changes to the input, but only the
training procedure is improved with the inclusion of a novel

1https://dumps.wikimedia.org/enwiki//
2https://cseweb.ucsd.edu/~jmcauley/datasets.html#

amazon_reviews
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Table 2: Main Results. Results on public benchmark
datasets. MOGIC is up to 2% more accurate as compared to
baselines. Results on full-text datasets are in Appendix G.5.
For details on evaluation metrics, see Appendix F.4.

Method P@1 P@5 N@5 PSP@5

LF-WikiSeeAlsoTitles-320K

MOGIC (OAK) 34.62 17.93 27.44 33.18
OAK 33.71 17.12 24.53 30.83
DEXA 32.91 16.77 24.63 29.55
NGAME 32.64 16.6 23.44 29.87
ANCE 30.79 15.36 25.14 28.73
DEXML 29.9 14.80 22.80 25.70
GraphFormers 21.94 11.79 24.02 22.70
GraphSAGE 23.13 8.26 25.12 18.73

LF-WikiTitles-500K

MOGIC (OAK) 47.28 18.55 34.97 26.12
OAK 44.82 17.67 33.72 24.90
DEXA 47.41 17.62 33.64 24.03
NGAME 39.04 16.08 30.75 23.03
ANCE 29.68 12.51 25.10 21.18
GraphFormers 24.53 11.33 20.35 19.53
GraphSAGE 21.14 11.3 22.61 11.82

LF-AmazonTitles-131K

MOGIC (OAK) 47.01 22.40 49.51 50.33
OAK 46.42 21.88 49.06 49.78
DEXA 46.42 21.59 49.00 49.65
NGAME 46.01 21.47 48.67 49.43

regularization loss. Furthermore, since MOGIC is a regular-
ization framework, it leads to no additional inference cost
(cf. Appendix G.3).

Figure 2 presents a quantile-wise comparison of MOGIC
and baselines on LF-WikiSeeAlsoTitles-320K. The leftmost
bin contains the highest fraction of rare (tail) labels whereas
the rightmost bin contains the most popular (head) labels.
MOGIC (OAK) gives consistent gains in tail bins and com-
parable results in head bins (see Appendix F.3 for details).

Choice of oracle model: MOGIC’s improvement can be
attributed to the oracle model it uses to guide the gradi-
ents of the disciple. In Table 3, we show results with three
different models as the oracle: A finetuned DistilBERT
(which is our recommended choice of the Oracle), and two
LoRA-finetuned SLMs, Phi-2 and LLaMa-2. A learnable
linear projection layer downsizes the SLM embeddings for
computing the Alignment and Matching losses. A disciple
regularized with DistilBERT performs on par with the SLM
oracles. For all experiments, we use metadata-infused Dis-
tilBERT as our oracle due to its faster training and inference
times. This choice increases efficiency without sacrificing
disciple accuracy. We compare against SLM oracles applied
to the task in Appendix G.6
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Figure 2: Quantile wise-comparison of MOGIC and base-
lines for LF-WikiSeeAlsoTitles-320K

Table 3: Choice of oracle models. Performance comparison
of MOGIC on the LF-WikiSeeAlsoTitles-320K, considering
different oracle models. The DistilBERT oracle outperforms
the LoRA-finetuned SLM oracles. Nevertheless, via the
MOGIC framework, the disciple is capable of leveraging
the SLM oracles’ signals to improve its task performance.

Oracle (# params) Finetuning P@1 P@5 N@5 PSP@1 PSP@5

MOGIC (OAK)

DistilBERT (65M) full 34.62 17.93 35.70 27.44 33.18
LLaMA-2 (7B) LoRA 34.64 17.93 35.71 27.28 33.02
Phi-2 (2.7B) LoRA 34.34 17.73 35.44 27.09 32.71

Oracle-only Performance

DistilBERT (65M) full 47.63 22.75 48.37 36.71 41.45
LLaMA-2 (7B) LoRA 34.20 16.21 33.14 30.46 31.93
Phi-2 (2.7B) LoRA 33.32 15.48 31.87 29.75 30.61

Ablations on loss functions: To understand the importance
of each loss term in the second phase of MOGIC training,
we ablate by removing each of the three losses, one by one.
Lastly, we remove both the oracle-guidance-based loss func-
tions (Matching and Alignment). The results, presented in
Table 4, suggest that all loss components are important and
the best accuracy is achieved when all components are used.

Impact of using ground-truth metadata: A practical sys-
tem uses metadata predicted by the disciple, given a query.
Hence, all experimental results thus far for MOGIC have
been reported considering predicted metadata linkages. In
MOGIC we observe a large gap in performance of Oracle
and MOGIC (disciple) model, which we attribute to the
oracle’s access to ground-truth links to the metadata during
both training and testing. We therefore hypothesize that in
an ideal scenario, using ground-truth metadata at test time
could boost overall XC task accuracy. To validate this, we
replace predicted metadata in MOGIC with ground-truth
metadata during inference and observe that the gap in per-
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Table 4: Ablations on loss functions. We present ab-
lations on Aligment and Matching losses. The MOGIC
(OAK) configuration considers all three loss components:
Disciple+ Alignment+ Matching.

Loss terms in L P@1 P@5 N@5 PSP@1 PSP@5

LF-WikiSeeAlsoTitles-320K

MOGIC (OAK) 34.62 17.93 27.44 35.70 33.18
Disciple + Alignment 34.12 17.66 26.72 35.16 32.57
Disciple + Matching 34.11 17.63 26.83 35.24 32.40
Disciple 33.71 17.12 24.53 33.83 30.83
Alignment + Matching 32.70 16.92 26.03 33.60 31.30

LF-WikiTitles-500K

MOGIC (OAK) 47.28 18.55 34.97 27.29 26.12
Disciple + Alignment 45.22 17.58 33.49 27.24 25.10
Disciple + Matching 46.03 16.86 32.86 26.87 24.19
Disciple 44.82 17.67 33.72 25.79 24.90
Alignment + Matching 44.93 17.40 33.18 26.87 24.73

Table 5: Impact of using ground truth metadata. We at-
tribute the large gap between the oracle and disciple models’
performance to the availability of ground-truth metadata
during training and inference. We observe that providing
ground-truth metadata at test time to MOGIC (OAK) re-
duces the gap in performance between the oracle and disci-
ple from 8% to 6%. Additionally MOGIC is robust to noisy
(predicted) metadata but the oracle is not. The oracle accu-
racy drops by 17% in P@1 on LF-WikiSeeAlsoTitles-320K.

Models Metadata Source P@1 P@5 N@5 PSP@1 PSP@5

MOGIC (OAK)
Ground-truth 36.94 19.12 29.00 38.42 35.07
Predicted 34.62 17.93 27.44 35.70 33.18

Oracle
Ground-truth 47.63 22.75 48.37 36.71 41.45
Predicted 25.09 12.88 19.31 26.05 23.33

formance between the oracle and disciple decreases from
8% to 6% on the LF-WikiSeeAlsoTitles-320K dataset.

The ability to extract useful information from noisy meta-
data is a desirable quality for a disciple. We can measure
this via a model’s ability to handle predicted metadata dur-
ing inference. Table 5 shows that using predicted metadata
leads to a decrease of just ∼1–2% for MOGIC (OAK) across
metrics, showing that it is fairly robust. However, the ora-
cle accuracy drops by 22% in P@1 when it uses predicted
metadata, likely due to the oracle’s reliance on ground-truth
metadata during training. Although MOGIC receives guid-
ance from a relatively less-robust oracle, the mechanisms
in our oracle-guidance-based training enables learning a
significantly more robust disciple.

MOGIC is applicable to any XC disciple: While we
present the main results using OAK as the disciple model, to
test the general applicability of the MOGIC framework, we
experiment with two other popular XC disciples: NGAME

Table 6: MOGIC is applicable to any XC disciple. On
LF-WikiSeeAlsoTitles-320K, MOGIC improves accuracy
of the base algorithm by 1-2% in P@1. For results on LF-
AmazonTitles-131K dataset, refer Appendix G.4.

Models P@1 P@5 N@5 PSP@1 PSP@5

MOGIC (OAK) 34.62 17.93 27.44 35.70 33.18
OAK 33.71 17.12 24.53 33.83 30.83

MOGIC (NGAME) 32.37 16.38 26.87 33.16 31.08
NGAME 30.72 15.42 25.18 31.56 28.88

MOGIC (DEXA) 32.75 16.92 26.88 34.00 31.82
DEXA 31.57 16.14 25.64 32.71 29.99

Table 7: Robustness to missing metadata: Results com-
paring the performance of MOGIC (OAK) when reducing
the size of memory bank on LF-WikiSeeAlsoTitles-320K
to simulate missing metadata. Size (%) denotes the percent-
age of the metadata retained. As the memory bank size is
decreased by randomly removing items, MOGIC’s perfor-
mance decreases only slightly (both with predicted and with
ground truth metadata) but Oracle suffers significantly.

Size (%) P@1 P@5 N@5 PSP@1 PSP@5

MOGIC + Predicted metadata

100 34.62 17.93 27.44 35.70 33.18
80 34.54 17.87 27.36 35.60 33.08
60 34.38 17.81 27.29 35.47 32.98
40 34.17 17.72 27.22 35.28 32.85

MOGIC + Ground-truth metadata

100 36.94 19.12 29.00 38.42 35.07
80 36.69 19.02 28.82 38.17 34.92
60 36.47 18.86 28.70 37.85 34.66
40 35.91 18.59 28.45 37.24 34.26

Oracle

100 47.63 22.75 48.37 36.71 41.45
80 39.22 19.07 30.44 40.15 35.08
60 35.08 17.30 27.58 36.13 32.08
40 30.64 15.43 24.45 31.80 28.92

and DEXA. Table 6 shows that MOGIC provides 1–2% im-
provement in precision and NDCG, and 2–3% improvement
in PSP over the base XC algorithms.

4.3. Robustness Analysis

We now analyze the robustness of the MOGIC framework
to both missing metadata and noisy metadata.

Robustness to missing metadata: MOGIC uses memory
items to improve query representation and regularize XC
models. To simulate missing metadata, we decrease the size
of the memory bank by randomly removing items (i.e., by
randomly subsampling the set of retrieved memory items).
In Table 7, we present the performance of MOGIC (OAK)
when the size of the memory bank is reduced. We observe
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Table 8: Robustness to missing metadata: MOGIC is
more robust to noisy metadata that the oracle it is guided by.
Introducing noise in the fused metadata at inference time
can lead to up to 20% reduction in accuracy of the oracle,
since early-fusion models rely on high-quality metadata
at the input unlike the late-fusion-based MOGIC model.
The performance of MOGIC (OAK) decreases only slightly,
indicating that models trained with MOGIC are robust to
noise in the metadata.

Noise% P@1 P@5 N@5 PSP@1 PSP@5

MOGIC (OAK)

0 36.94 19.12 29.00 38.42 35.07
20 36.26 18.80 28.66 37.69 34.61
40 35.62 18.44 28.36 36.90 34.08
60 34.92 18.12 27.94 36.19 33.59

Oracle

0 47.63 22.75 48.37 36.71 41.45
20 34.80 16.83 26.67 35.64 30.73
40 26.75 13.1 20.45 27.56 23.87
60 18.65 9.31 14.29 19.44 17.02

that, as the size of memory bank is decreased, MOGIC’s
performance decreases only marginally (both with predicted
as well as with ground-truth metadata) but the oracle per-
formance worsens significantly. We observe that the drop
in accuracy is larger for the oracle model in comparison
to MOGIC, which we attribute to MOGIC’s robustness to
noise in the memory items.

Robustness to noisy metadata: To further understand
the relationship between the oracle’s and MOGIC’s perfor-
mance under the action of noise, we consider the following
setting. First, while predicting, we take the ground-truth
metadata from both the oracle and the MOGIC models.
Subsequently, for every query, we inject varying levels of
noise (from 0% to 60%) to the ground-truth metadata, and
measure the degree of robustness of both the models to
such noise. Noise is added by randomly replacing a certain
percentage of ground-truth metadata items with irrelevant
ones. Table 8 shows that, as we increase noise, the XC task
performance decreases for both the models, signifying the
importance of clean metadata. However, MOGIC’s down-
stream performance decreases only slightly, while the ora-
cle’s performance decreases significantly, demonstrating the
robustness of MOGIC. We also observe that MOGIC (OAK)
is robust to noise in the metadata even during training, and
the drop in its performance is negligible. For additional
details, refer to Appendix G.7.

5. Conclusion
We introduce MOGIC, a novel framework for enriching
query representations using relevant metadata without incur-

ring high inference latency. This is achieved via a two-phase
training. The first phase trains an oracle using textual meta-
data infusion both on the query as well as the label side.
The second phase involves guiding the training of a disciple
model using embeddings from the oracle classifier.

A key reason for the effectiveness of our method is that
MOGIC, trained with the proposed regularization strategy,
effectively retains the original intention of the query. It
leverages the best of both worlds: maintaining low inference
latency and gracefully handling noisy or missing metadata
via late-fusion, while simultaneously learning to mimic the
superior embeddings of the oracle through our regulariza-
tion loss. This combined approach mitigates the respective
drawbacks of both late- and early-fusion strategies, leading
to consistently superior performance.

Through extensive experimentation on six popular bench-
mark XC datasets, we demonstrated that the MOGIC signif-
icantly outperforms state-of-the-art XC models, achieving
improvements in terms of precision, NDCG, and propensity-
scored precision. Moreover, MOGIC exhibits robustness to
missing and noisy metadata, making it a valuable tool for
real-world applications.

In conclusion, MOGIC represents a significant advancement
in the field of extreme classification, offering a practical and
effective solution for incorporating metadata to enhance
performance. Our work highlights the potential of oracle-
guided training in improving the robustness and accuracy of
memory-based models in challenging classification tasks.
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A. Preliminaries
• Ground-truth metadata: Besides the query text, often, a variety of auxiliary information is available in many domains,

e.g., frequently clicked webpages for search queries in sponsored search, previously searched queries for web search
query auto-completion, etc. Auxiliary information available from disparate but related tasks often have relevant diverse
information that the input query does not, which can be leveraged to provide better predictions. We call such auxiliary
information as ground-truth metadata. For example, on sponsored search ads task that involves query-to-ad-keyword
prediction, the query-side metadata is obtained by mining the organic search webpage titles clicked in response to the
query on the search engine, while on the Wikipedia categories prediction task, other Wikipedia article titles connected to
the original page via hyperlinks could serve as the metadata.

• Early-fusion: When the query and metadata tokens are concatenated in the original text form itself (initial stage of
processing) rather than in embedding form, we call it early-fusion. This approach contrasts with late-fusion, where these
are combined at later stages.

• Late-stage fusion: When the query and metadata embeddings are combined after their tokens have been processed
through multiple Transformer encoder layers, we call this combination as late-stage fusion.

• Oracle: An oracle is a model with access to metadata information during both training and inference. These models are
characterized by their superior metric values, which is their sole purpose, without any consideration for model size or
computational cost (measured in FLOPs). Due to their impractical computational demands, oracles cannot be deployed
in real-world applications.

• Disciple: A disciple is a frugal model that attempts to mimic the performance of an oracle model. While not as superior
as an oracle, a disciple excels in terms of model size and computational cost, making it suitable for deployment in
real-world applications.

• Metadata-infused oracle: This is an oracle model which is given access to ground truth metadata. Metadata-infused
Oracle is the crux of our MOGIC framework. In the two stage method, Metadata-infused oracle training forms the first
stage. In this stage, an oracle model is trained using both query-side and label-side ground-truth metadata. This metadata
is in textual form and is used to enhance the training process.

• Memory-based models versus Memory-free models: Memory-based XC models are models that have access to
memory (metadata). Very few XC methods are memory-based. On the other hand, most of the XC methods do not
leverage metadata at all and are therefore called memory-free methods.

• Query-side metadata: Additional auxiliary information related to the input query is called query-side metadata. For
example, in Table 1, for the query “Grass court”, query-side metadata can be “Tennis terminology”, “Sports rules and
regulations”, “Tennis court surfaces”.

• Label-side metadata: Additional auxiliary information related to a label is called label-side metadata. For example, for
the label “Clay court”, label-side metadata is “Tennis terminology”, “Sports rules and regulations”, “Clay”, “Tennis
court surfaces”.

• Missing labels: XC tasks involve a vast number of labels, making it impractical for annotators to mark all potential
labels. This inherent limitation often results in missing labels, which are labels that should have been included in the
ground truth but were inadvertently omitted.

• Memory bank: The memory bank is a collection of vector embeddings of all metadata associated with both the queries
and labels, parameterized by θM . Formally, memory bank is represented by M ∈ RM×D, each memory item j is
mapped to a row in the matrix which we call its memory item representation mj ∈ RD. Here M(·|θM ) returns relevant
memory items for query Xq and label Zl, i.e., mq/l ∈ M(Xq/Zl|θM ).

• Rademacher complexity: Rademacher complexity constants Rq, Rl are estimated as the average empirical loss of
minimizing the hypothesis class on a data sample with randomly annotated labels i.e. labels are generated by a purely
random Bernoulli distribution with probabilities 0.5 to be either positive or negative. In intuitive terms, the smaller the
values of Rq, Rl, the less prone are the query tower and label tower to overfit the finite training data, and consequently
the accuracy on the test set is expected to be better.
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B. Visualization of MOGIC (OAK)
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<latexit sha1_base64="XjNDNyO/6rpxyNhpClUbv8+yUXo=">AAAEkHicnVNZb9NAEN62AUo4evDIy4oqEg+hStKDCqmiCFEhHqDQU8JRtF6P41X3cHfHbV3Lf4NX+Fv8G9ZJpNY09IGRLM/MfnPsNzthKoXDTuf3zOxc4979B/MPm48eP3m6sLi0fORMZjkcciONPQmZAyk0HKJACSepBaZCCcfh6fvq/PgcrBNGH2CeQl+xoRax4Ay9KwhCVahyUJwNuuVgcaWz2hkJva10J8oKmcjeYGlOB5HhmQKNXDLnCmZRcAllM8gcpIyfsiF8R7jECxFhst3rcNWuzATEMMHtNW/3iyEYBWjzWlTBlHO5CkvaUgwTV8to4UybfgWpzqZBihEz/sS7Ihob6z+NdOSdVqbt/5ioqakqj3Wxq/fnUDGb26jujZnmeWgu6wxkGG/1C6HTDEHzcVdxJikaWs2ERsICR5lTxrnnMmPom+YJs4yjn12zGYxii30RRZ7iZODnKs1ZJjLlVaWYjnx3I/mvspFg3Ao/uptFgyRPE9ApaCYx746n32ztfvl88IbuSxGBo69ob6NNv33YrbROm+4Z52O9sbbZbN3kBdAYOeKlFWi44OOmi+AKrImESyXL3alIXVm0mi1KAwf+JeshJkXAQnMONzBlsZ5ieQsWgjQXNVhvGqyWLTEW78DWUl5jOx5b3YOlKZoi0MYqJp24gnLKfa5x/q1KeTckNga1QfhXMr+h3b/38bZy1Fvtbq5ufF1f2dma7Oo8eU5ekJekS16THfKR7JFDwklKfpCf5FdjubHVeNt4N4bOzkxinpGaND79AQARjms=</latexit>mq1

<latexit sha1_base64="2d/mtcTyCuZPu+IKjdTm+vX8OoA=">AAAEpnicnVPdT9RAEF/gVKwfgD76spFcwsNJ7o4PjQmGRCE+IQoHJPZybrdz1w3b3bI7BUrTV/8aX/V/8b9x27sEKicPTtJ0ZvY3H/ubnSCRwmK7/Xtmdq5x7/6D+Yfeo8dPni4sLj07sjo1HHpcS21OAmZBCgU9FCjhJDHA4kDCcXD6vjw/PgdjhVaHmCXQj9lIiaHgDJ1rsEj9mGFkucl3ikHuYwTIBpWPM5l/KIrB4nJ7tV0Jva10Jsoymcj+YGlO+aHmaQwKuWTW5syg4BIKz08tJIyfshF8RbjECxFitNVt87hVmhGIUYRba87u5yPQMaDJalE5i63N4qCgzartWkYDZ0r3S0h5Ng2SV3y5E+cK6VAb9ymklXdamZb7YxRPTVV6jB3aen8WY2YyE9a9Q6Z4FujLOgMpDt/0c6GSFEHxcVfDVFLUtJwUDYUBjjKjjHPHZcrQNc0jZhhHN1HP86vY/ECEoaM4GrhpS32WijR2ahwzFbruKvmvsqFg3Ag3uptF/ShLIlAJKCYx64yn7zV3P+0dvqUHUoRg6Sva3WjRLzu7pdZu0X1tXawz1ja95k1eALWWFS9NX8EFHzed+1dgdChsIllmT0Vii7zpNSn1Lbj3rUYY5T4L9DncwBT5eoLFLVgAUl/UYN1psFq2SBu8A1tLeY1tO2x5D5YkqHNfaRMzacUVFFPuc41zb1XKuyFDrVFphH8lcxva+XsfbytH3dXO5urG5/Xl7XeTXZ0nL8hLskI65DXZJh/JPukRTr6TH+Qn+dVYaew1eo3jMXR2ZhLznNSk8e0Pm8OXpw==</latexit>

E�D

<latexit sha1_base64="BNKV4LQ/ZTMBpHzOKcGIJ57htww=">AAAEj3icnVNLb9QwEHbbBUp4tXDkYlGtxGGpstunkIoqVVRwgUKfUrOqHGeysdaxU3vSNo3yM7jC7+Lf4Oyu1IYuPTBSlJnxNw9/4wkzKSz6/u+Z2bnWg4eP5h97T54+e/5iYfHlkdW54XDItdTmJGQWpFBwiAIlnGQGWBpKOA6HO/X58QUYK7Q6wCKDfsoGSsSCM3Su0yBlmHAmy53qbGHJX/ZHQu8q3YmyRCayd7Y4p4JI8zwFhVwya0tmUHAJlRfkFjLGh2wApwhXeCkiTLZ6Pk87tZmAGCS4teLsfjkAnQKaohFVstTaIg0r2q47tI2MBs6V7teQ+mwapBwR406cK6KxNu5TSEfeaWU67o9JOjVV7TE2ts3+LKbMFCZqemOmeBHqqyYDOcab/VKoLEdQfNxVnEuKmtYjoZEwwFEWlHHuuMwZuqZ5wgzj6EbnecEottwXUeQoTs7cWKU+z0WeOjVNmYpcdyP5r7KRYNwIN7rbRYOkyBJQGSgmseiOp++1d79+OXhP96WIwNJ3tLfWod8/7taa36F72rpYZ6yse+3bvABqLUe8tAMFl3zcdBlcg9GRsJlkhR2KzFZl22tTGlhwD1kNMCkDFuoLuIWpytUMqzuwEKS+bMB602CNbIk2eA+2kfIG6ztsfQ+WZajLQGmTMmnFNVRT7nODc29VyvshsdaoNMK/krkN7f69j3eVo95yd3157dvq0vbmZFfnyWvyhrwlXbJBtsknskcOCSea/CA/ya/WYmuj9aG1PYbOzkxiXpGGtD7/AeeSjeo=</latexit>C <latexit sha1_base64="v31fspL+F4ywFxyG8EAD6Kkbclw=">AAAEpnicnVNLT9wwEDawben2AbTHXqyilThsUXZ5tKpEhVSBegJaWEBqVlvHmd1YOHawJ0CIcu2v6bX9L/03dbIrQcqWQ0eKMjP+5uFvPEEihUXP+z0zO9d48PDR/OPmk6fPni8sLr04tjo1HHpcS21OA2ZBCgU9FCjhNDHA4kDCSXD2sTw/uQBjhVZHmCXQj9lIiaHgDJ1rsEj9mGFkucl3ikHuYwTIBpWPM5nvF8Vgcdlb9Sqhd5XORFkmEzkYLM0pP9Q8jUEhl8zanBkUXELR9FMLCeNnbARfEa7wUoQYbXU9HrdLMwIxinBrzdn9fAQ6BjRZLSpnsbVZHBS0VbVdy2jgXOl+CSnPpkHyii934lwhHWrjPoW08k4r03Z/jOKpqUqPsUNb789izExmwrp3yBTPAn1VZyDF4bt+LlSSIig+7mqYSoqalpOioTDAUWaUce64TBm6pnnEDOPoJtps+lVsfijC0FEcDdy0pT5PRRo7NY6ZCl13lfxX2VAwboQb3e2ifpQlEagEFJOYdcbTb7Z29/eO3tNDKUKw9A3tbrTpl53dUvPa9EBbF+uMtc1m6zYvgFrLipeWr+CSj5vO/WswOhQ2kSyzZyKxRd5qtij1Lbj3rUYY5T4L9AXcwhT5eoLFHVgAUl/WYN1psFq2SBu8B1tLeYP1HLa8B0sS1LmvtImZtOIaiin3ucG5tyrl/ZCh1qg0wr+SuQ3t/L2Pd5Xj7mpnc3Xj8/ry9ofJrs6TV+Q1WSEd8pZsk0/kgPQIJ9/JD/KT/GqsNPYavcbJGDo7M4l5SWrS+PYHyUSXsg==</latexit>

E�O

<latexit sha1_base64="Q+WV3ULyzshRofBxp4fZvQ2GUg0=">AAAEjnicnVNLb9NAEN62AYp5pXDksqKKxCFUSfoAIRUqIaqeoNCnwFG0Xk/iVffh7o7bupb/BVf4X/wb1kmk1jT0wEiWZ2a/eew3O1EqhcNO5/fc/ELjzt17i/eDBw8fPX7SXHp66ExmORxwI409jpgDKTQcoEAJx6kFpiIJR9HJh+r86AysE0bvY55CX7GRFkPBGXrXtzBSxWU5KGQ5aC53VjpjoTeV7lRZJlPZHSwt6DA2PFOgkUvmXMEsCi6hDMLMQcr4CRvBd4QLPBcxJpu9DlftykxAjBLcXPV2vxiBUYA2r0UVTDmXq6ikLcUwcbWMFk616VeQ6mwWpBjz4k+8K6ZDY/2nkY69s8q0/R8TNTNV5bFu6Or9OVTM5jaue4dM8zwyF3UGMhy+6RdCpxmC5pOuhpmkaGg1ERoLCxxlThnnnsuMoW+aJ8wyjn5yQRCOY4s9Ecee4mTgpyrNaSYy5VWlmI59d2P5r7KxYNwKP7rrRcMkTxPQKWgmMe9Oph+0tj9/2n9L96SIwdFXtLfepl8/bldap013jfOx3ljdCFrXeQE0Ro55aYUazvmk6SK8BGti4VLJcnciUlcWraBFaejAv2M9wqQIWWTO4BqmLNZSLG/AIpDmvAbrzYLVsiXG4i3YWsorbMdjq3uwNEVThNpYxaQTl1DOuM8Vzr9VKW+HDI1BbRD+lcxvaPfvfbypHPZWuhsr61/WlrfeTXd1kTwnL8hL0iWvyRbZIbvkgHCiyQ/yk/xqNBsbjc3G+wl0fm4a84zUpLHzB3iZjdU=</latexit>zl
<latexit sha1_base64="qgQESUm39wTP8YOCn+sqOUtxHBQ=">AAAEkHicnVPbbtNAEN22AUq4teWRlxVVJIRClaQXKqRCEaJCPEChVwmHaL2exKvsxd0dt3Ut/wav8Fv8DeskUmsa+sBIlmdmz1z2zE6YSOGw1fo9MztXu3X7zvzd+r37Dx4+WlhcOnQmtRwOuJHGHofMgRQaDlCghOPEAlOhhKNw+K48PzoF64TR+5gl0FVsoEVfcIbeFQShyi+K7897uSx6C8utldZI6HWlPVGWyUR2e4tzOogMTxVo5JI5lzOLgkso6kHqIGF8yAbwDeEcz0SE8VanxVWzNGMQgxi3Vr3dzQdgFKDNKlE5U85lKixoQzGMXSWjhRNtuiWkPJsGyUfM+BPvimjfWP9ppCPvtDJN/8dYTU1Veqzru2p/DhWzmY2q3j7TPAvNeZWBFPub3VzoJEXQfNxVP5UUDS1nQiNhgaPMKOPcc5ky9E3zmFnG0c+uXg9GsfmeiCJPcdzzc5XmJBWp8qpSTEe+u5H8V9lIMG6FH93VokGcJTHoBDSTmLXH0683dj5/2n9F96SIwNEXtLPepF/f75Raq0l3jfOx3ljdqDeu8gJojBzx0gg0nPFx03lwAdZEwiWSZW4oElfkjXqD0sCBf8l6gHEesNCcwhVMka8lWFyDhSDNWQXWmQarZIuNxRuwlZSX2JbHlvdgSYImD7SxikknLqCYcp9LnH+rUt4M6RuD2iD8K5nf0Pbf+3hdOeystDdW1r+sLW+/nuzqPHlCnpJnpE1ekm3ygeySA8JJQn6Qn+RXbam2WXtTezuGzs5MYh6TitQ+/gEBLo5x</latexit>

z�
l

<latexit sha1_base64="bJ1AjCDIUehzEjHmWYXNJjGRDvA=">AAAEkHicnVPbbtNAEN22AUq4teWRlxVVJIRClaQXKqRCEaJCPEChVwmHaL2exKvsxd0dt3Ut/wav8Fv8DeskUmsa+sBIlmdmz1z2zE6YSOGw1fo9MztXu3X7zvzd+r37Dx4+WlhcOnQmtRwOuJHGHofMgRQaDlCghOPEAlOhhKNw+K48PzoF64TR+5gl0FVsoEVfcIbeFQShys+L7897+UnRW1hurbRGQq8r7YmyTCay21uc00FkeKpAI5fMuZxZFFxCUQ9SBwnjQzaAbwjneCYijLc6La6apRmDGMS4tertbj4AowBtVonKmXIuU2FBG4ph7CoZLZxo0y0h5dk0SD5ixp94V0T7xvpPIx15p5Vp+j/Gamqq0mNd31X7c6iYzWxU9faZ5llozqsMpNjf7OZCJymC5uOu+qmkaGg5ExoJCxxlRhnnnsuUoW+ax8wyjn529Xowis33RBR5iuOen6s0J6lIlVeVYjry3Y3kv8pGgnEr/OiuFg3iLIlBJ6CZxKw9nn69sfP50/4ruidFBI6+oJ31Jv36fqfUWk26a5yP9cbqRr1xlRdAY+SIl0ag4YyPm86DC7AmEi6RLHNDkbgib9QblAYO/EvWA4zzgIXmFK5ginwtweIaLARpziqwzjRYJVtsLN6AraS8xLY8trwHSxI0eaCNVUw6cQHFlPtc4vxblfJmSN8Y1AbhX8n8hrb/3sfrymFnpb2xsv5lbXn79WRX58kT8pQ8I23ykmyTD2SXHBBOEvKD/CS/aku1zdqb2tsxdHZmEvOYVKT28Q8NiI50</latexit>

x�
q

<latexit sha1_base64="BSjMV3YYplqAoRSVMzvdPLKHsBQ=">AAAEjnicnVNLb9NAEN62AYp5pXDksqKKxCFUSfoAIRUqIaqeoNCnwFG0Xk/iVffh7o7bupb/BVf4X/wb1kmk1jT0wEiWZ2a/eew3O1EqhcNO5/fc/ELjzt17i/eDBw8fPX7SXHp66ExmORxwI409jpgDKTQcoEAJx6kFpiIJR9HJh+r86AysE0bvY55CX7GRFkPBGXrXtzBSxUU5KE7LQXO5s9IZC72pdKfKMpnK7mBpQYex4ZkCjVwy5wpmUXAJZRBmDlLGT9gIviNc4LmIMdnsdbhqV2YCYpTg5qq3+8UIjAK0eS2qYMq5XEUlbSmGiatltHCqTb+CVGezIMWYF3/iXTEdGus/jXTsnVWm7f+YqJmpKo91Q1fvz6FiNrdx3TtkmueRuagzkOHwTb8QOs0QNJ90NcwkRUOridBYWOAoc8o491xmDH3TPGGWcfSTC4JwHFvsiTj2FCcDP1VpTjORKa8qxXTsuxvLf5WNBeNW+NFdLxomeZqATkEziXl3Mv2gtf350/5buidFDI6+or31Nv36cbvSOm26a5yP9cbqRtC6zgugMXLMSyvUcM4nTRfhJVgTC5dKlrsTkbqyaAUtSkMH/h3rESZFyCJzBtcwZbGWYnkDFoE05zVYbxasli0xFm/B1lJeYTseW92DpSmaItTGKiaduIRyxn2ucP6tSnk7ZGgMaoPwr2R+Q7t/7+NN5bC30t1YWf+ytrz1brqri+Q5eUFeki55TbbIDtklB4QTTX6Qn+RXo9nYaGw23k+g83PTmGekJo2dP4T3jdg=</latexit>xq
<latexit sha1_base64="Gy/FXzf6YOly4cIaK5g7mX7W+YI=">AAAEpXicnVNLb9QwEHbpAiW8WjhywKJawWGpstsHCKmoElBx4FHoUyKrlePMbqw6dmpP2qZRjvwarvBj+Dc42ZXa0KUHRooyM/7m4W88YSqFRd//PXNttnX9xs25W97tO3fv3Z9feLBndWY47HIttTkImQUpFOyiQAkHqQGWhBL2w8M31fn+MRgrtNrBPIV+wkZKDAVn6FyD+cdBwjDmTBYfykFRG4jFW2G5SCWU5WB+0V/ya6GXle5EWSQT2RoszKog0jxLQCGXzNqCGRTc5fKCzELK+CEbwTeEUzwREcbrPZ8nncqMQYxiXF92dr8YgU4ATd6IKlhibZ6EJW1XjdpGRgNHSvcrSHU2DVLUdLkT54roUBv3KaS1d1qZjvtjnExNVXmMHdpmfxYTZnITNb1Dpnge6tMmAxkOX/YLodIMQfFxV8NMUtS0GhSNhAGOMqeMc8dlxtA1zWNmGEc3UM8L6thiW0SRozgeuGFLfZSJLHFqkjAVue5q+a+ykWDcCDe6i0WDOE9jUCkoJjHvjqfvtTc/f9p5RbeliMDS57S32qFf321Wmt+hW9q6WGcsr3nti7wAai1rXtqBghM+broIzsDoSNhUstweitSWRdtrUxpYcM9bjTAuAhbqY7iAKYuVFMtLsBCkPmnAetNgjWyxNngFtpHyHOs7bHUPlqaoi0BpkzBpxRmUU+5zjnNvVcqrIUOtUWmEfyVzG9r9ex8vK3u9pe7a0uqXlcWN15NdnSOPyBPyjHTJC7JB3pMtsks4+U5+kJ/kV+tp62Nrp7U3hl6bmcQ8JA1pDf4AWoeXXA==</latexit>LDisciple

<latexit sha1_base64="Xl91ja137WDKDCLtPHJvnHc62BU=">AAAEpXicnVNLb9QwEHbbBUp4tXDkgEW1gsNS7W4fIKSiSoiKA4UCfUlktXKcycaqY6f2pG0a5civ4Qo/hn+Dk12pDV16YKQoM+NvHv7GE6RSWOx2f8/MzrVu3Lw1f9u7c/fe/QcLiw/3rc4Mhz2upTaHAbMghYI9FCjhMDXAkkDCQXD0tjo/OAFjhVa7mKcwSNhIiUhwhs41XHjiJwxjzmTxoRwWtYFYbDPksVCjshwuLHWXu7XQq0pvoiyRiewMF+eUH2qeJaCQS2ZtwQwKLqH0/MxCyvgRG8E3hDM8FSHGG/0uTzqVGYMYxbix4uxBMQKdAJq8EVWwxNo8CUrarhq1jYwGjpUeVJDqbBqkqOlyJ84V0kgb9ymktXdamY77Y5xMTVV5jI1ssz+LCTO5CZveiCmeB/qsyUCG0atBIVSaISg+7irKJEVNq0HRUBjgKHPKOHdcZgxd0zxmhnF0A/U8v44tvoowdBTHQzdsqY8zkSVOTRKmQtddLf9VNhSMG+FGd7moH+dpDCoFxSTmvfH0vfbWp4+7r+lXKUKw9AXtr3Xol3dbldbt0B1tXawzVta99mVeALWWNS9tX8EpHzdd+OdgdChsKlluj0Rqy6LttSn1LbjnrUYYFz4L9AlcwpTFaorlFVgAUp82YP1psEa2WBu8BttIeYHtOmx1D5amqAtfaZMwacU5lFPuc4Fzb1XK6yGR1qg0wr+SuQ3t/b2PV5X9/nJvfXnt8+rS5pvJrs6Tx+QpeU565CXZJO/JDtkjnHwnP8hP8qv1rLXd2m3tj6GzM5OYR6QhreEfUkaXWg==</latexit>LMatching
<latexit sha1_base64="akTtf+qOb4emBDfeHtpfUDLWafQ=">AAAEpnicnVPdT9RAEF/gVKxfoI++bCSX8HCSu+NDY4LBGIkPBlE4ILGXY7udu27Y7pbdKVCavvrX+Kr/i/+N294lUDl5cJKmM7O/+djf7ASJFBbb7d8zs3ONO3fvzd/3Hjx89PjJwuLTA6tTw6HHtdTmKGAWpFDQQ4ESjhIDLA4kHAYn78vzwzMwVmi1j1kC/ZiNlBgKztC5BgvUjxlGnMn8UzHIKwMxfyfFSMWgsCgGC0vtlXYl9KbSmShLZCK7g8U55Yeap2U4l8zanBkUXELh+amFhPETNoJvCBd4LkKMNrttHrdKMwIxinBz1dn9fAQ6BjRZLSpnsbVZHBS0WXZqaxkNnCrdLyHl2TRIXvHlTpwrpENt3KeQVt5pZVruj1E8NVXpMXZo6/1ZjJnJTFj3DpniWaAv6gykOHzdz4VKUgTFx10NU0lR03JSNBQGOMqMMs4dlylD1zSPmGEc3UQ9z69i8z0Rho7iaOCmLfVpKtLYqXHMVOi6q+S/yoaCcSPc6K4X9aMsiUAloJjErDOevtfc/ryz/4buSRGCpS9pd71Fv37YLrV2i+5q62KdsbrhNa/zAqi1rHhp+grO+bjp3L8Eo0NhE8kyeyISW+RNr0mpb8G9bzXCKPdZoM/gGqbI1xIsbsACkPq8ButOg9WyRdrgLdhayits22HLe7AkQZ37SpuYSSsuoZhynyuce6tS3g4Zao1KI/wrmdvQzt/7eFM56K50NlbWv6wtbb2d7Oo8eU5ekGXSIa/IFvlIdkmPcPKd/CA/ya/GcmOn0WscjqGzM5OYZ6QmjeM/ZdyX2A==</latexit>LAlignment

ORACLE GUIDANCE ORACLE

<latexit sha1_base64="v31fspL+F4ywFxyG8EAD6Kkbclw=">AAAEpnicnVNLT9wwEDawben2AbTHXqyilThsUXZ5tKpEhVSBegJaWEBqVlvHmd1YOHawJ0CIcu2v6bX9L/03dbIrQcqWQ0eKMjP+5uFvPEEihUXP+z0zO9d48PDR/OPmk6fPni8sLr04tjo1HHpcS21OA2ZBCgU9FCjhNDHA4kDCSXD2sTw/uQBjhVZHmCXQj9lIiaHgDJ1rsEj9mGFkucl3ikHuYwTIBpWPM5nvF8Vgcdlb9Sqhd5XORFkmEzkYLM0pP9Q8jUEhl8zanBkUXELR9FMLCeNnbARfEa7wUoQYbXU9HrdLMwIxinBrzdn9fAQ6BjRZLSpnsbVZHBS0VbVdy2jgXOl+CSnPpkHyii934lwhHWrjPoW08k4r03Z/jOKpqUqPsUNb789izExmwrp3yBTPAn1VZyDF4bt+LlSSIig+7mqYSoqalpOioTDAUWaUce64TBm6pnnEDOPoJtps+lVsfijC0FEcDdy0pT5PRRo7NY6ZCl13lfxX2VAwboQb3e2ifpQlEagEFJOYdcbTb7Z29/eO3tNDKUKw9A3tbrTpl53dUvPa9EBbF+uMtc1m6zYvgFrLipeWr+CSj5vO/WswOhQ2kSyzZyKxRd5qtij1Lbj3rUYY5T4L9AXcwhT5eoLFHVgAUl/WYN1psFq2SBu8B1tLeYP1HLa8B0sS1LmvtImZtOIaiin3ucG5tyrl/ZCh1qg0wr+SuQ3t/L2Pd5Xj7mpnc3Xj8/ry9ofJrs6TV+Q1WSEd8pZsk0/kgPQIJ9/JD/KT/GqsNPYavcbJGDo7M4l5SWrS+PYHyUSXsg==</latexit>

E�O

<latexit sha1_base64="r5ckRwQL7p8VIJ40HW3q9IC1OPA=">AAAEiXicnVNLTxRBEG5gVVxUQI9eOpJNPKxkdnlISDAkROJJUVggcTakp6dmp0M/hu4aYJjsb/CqP81/Y8/uJjCycrCSyVRVf/Xor7qiTAqHQfB7Znau8ejxk/mnzYVnz18sLi2/PHYmtxx63EhjTyPmQAoNPRQo4TSzwFQk4SQ636vOTy7BOmH0ERYZ9BUbaJEIztC7eqGJDZ4trQSrwUjofaUzUVbIRA7Olud0GBueK9DIJXOuZBYFlzBshrmDjPFzNoDvCNd4JWJMd7oBV+3KTEEMUtxZ83a/HIBRgLaoRZVMOVeoaEhbimHqahktXGjTryDV2TRIOaLEn3hXTBNj/aeRjrzTyrT9H1M1NVXlsS5x9f4cKmYLG9e9CdO8iMx1nYEck61+KXSWI2g+7irJJUVDq2HQWFjgKAvKOPdc5gx90zxllnH0Q2s2w1FseSji2FOcnvmBSnORi1x5VSmmY9/dSP6rbCwYt8KP7m7RMC2yFHQGmkksOuPpN1v7Xz4fbdNDKWJw9B3tbrTpt4/7lRa06YFxPtYba5vN1l1eAI2RI15aoYYrPm66DG/Amli4TLLCnYvMDctWs0Vp6MA/YT3AtAxZZC7hDmZYrmc4vAeLQJqrGqw7DVbLlhqLD2BrKW+xgcdW92BZhqYMtbGKSSduYDjlPrc4/1alfBiSGIPaIPwrmd/Qzt/7eF857q52Nlc3vq6v7H6Y7Oo8eU3ekLekQ96TXfKJHJAe4USQH+Qn+dVYaHQaW43tMXR2ZhLzitSksfcHHyqLVQ==</latexit>! <latexit sha1_base64="qIDNYlv2AgcfSKpeKOcMOovhDW0=">AAAEi3icnVNLb9NAEN62AYqhtIUjlxVVJA6hStIHqKKoEmrFCQp9Sjiq1utxvMo+3N1xW9fKj+AKv4x/wzqJ1JqGHhjJ8szsN4/9ZifKpHDYbv+emZ1rPHj4aP5x8OTpwrPFpeXnx87klsMRN9LY04g5kELDEQqUcJpZYCqScBINPlbnJxdgnTD6EIsMeor1tUgEZ+hdJ6FRQufubGmlvdoeCb2rdCbKCpnI/tnynA5jw3MFGrlkzpXMouAShkGYO8gYH7A+fEe4wksRY7rdbXPVqswURD/F7TVv98o+GAVoi1pUyZRzhYqGtKkYpq6W0cK5Nr0KUp1Ng5QjUvyJd8U0MdZ/GunIO61My/8xVVNTVR7rElfvz6FitrBx3ZswzYvIXNUZyDF51yuFznIEzcddJbmkaGg1DhoLCxxlQRnnnsucoW+ap8wyjn5sQRCOYssDEcee4vTMj1Sa81zkyqtKMR377kbyX2VjwbgVfnS3i4ZpkaWgM9BMYtEZTz9o7n35fLhFD6SIwdE3tLvRot929yqt3aL7xvlYb6xtBs3bvAAaI0e8NEMNl3zcdBlegzWxcJlkhRuIzA3LZtCkNHTgH7HuY1qGLDIXcAszLNczHN6BRSDNZQ3WnQarZUuNxXuwtZQ32LbHVvdgWYamDLWxikknrmE45T43OP9WpbwfkhiD2iD8K5nf0M7f+3hXOe6udjZXN76ur+x8mOzqPHlJXpHXpEPekh3yieyTI8LJgPwgP8mvxkJjrbHVeD+Gzs5MYl6QmjR2/wAknoxO</latexit>!
<latexit sha1_base64="qIDNYlv2AgcfSKpeKOcMOovhDW0=">AAAEi3icnVNLb9NAEN62AYqhtIUjlxVVJA6hStIHqKKoEmrFCQp9Sjiq1utxvMo+3N1xW9fKj+AKv4x/wzqJ1JqGHhjJ8szsN4/9ZifKpHDYbv+emZ1rPHj4aP5x8OTpwrPFpeXnx87klsMRN9LY04g5kELDEQqUcJpZYCqScBINPlbnJxdgnTD6EIsMeor1tUgEZ+hdJ6FRQufubGmlvdoeCb2rdCbKCpnI/tnynA5jw3MFGrlkzpXMouAShkGYO8gYH7A+fEe4wksRY7rdbXPVqswURD/F7TVv98o+GAVoi1pUyZRzhYqGtKkYpq6W0cK5Nr0KUp1Ng5QjUvyJd8U0MdZ/GunIO61My/8xVVNTVR7rElfvz6FitrBx3ZswzYvIXNUZyDF51yuFznIEzcddJbmkaGg1DhoLCxxlQRnnnsucoW+ap8wyjn5sQRCOYssDEcee4vTMj1Sa81zkyqtKMR377kbyX2VjwbgVfnS3i4ZpkaWgM9BMYtEZTz9o7n35fLhFD6SIwdE3tLvRot929yqt3aL7xvlYb6xtBs3bvAAaI0e8NEMNl3zcdBlegzWxcJlkhRuIzA3LZtCkNHTgH7HuY1qGLDIXcAszLNczHN6BRSDNZQ3WnQarZUuNxXuwtZQ32LbHVvdgWYamDLWxikknrmE45T43OP9WpbwfkhiD2iD8K5nf0M7f+3hXOe6udjZXN76ur+x8mOzqPHlJXpHXpEPekh3yieyTI8LJgPwgP8mvxkJjrbHVeD+Gzs5MYl6QmjR2/wAknoxO</latexit>!<latexit sha1_base64="r5ckRwQL7p8VIJ40HW3q9IC1OPA=">AAAEiXicnVNLTxRBEG5gVVxUQI9eOpJNPKxkdnlISDAkROJJUVggcTakp6dmp0M/hu4aYJjsb/CqP81/Y8/uJjCycrCSyVRVf/Xor7qiTAqHQfB7Znau8ejxk/mnzYVnz18sLi2/PHYmtxx63EhjTyPmQAoNPRQo4TSzwFQk4SQ636vOTy7BOmH0ERYZ9BUbaJEIztC7eqGJDZ4trQSrwUjofaUzUVbIRA7Olud0GBueK9DIJXOuZBYFlzBshrmDjPFzNoDvCNd4JWJMd7oBV+3KTEEMUtxZ83a/HIBRgLaoRZVMOVeoaEhbimHqahktXGjTryDV2TRIOaLEn3hXTBNj/aeRjrzTyrT9H1M1NVXlsS5x9f4cKmYLG9e9CdO8iMx1nYEck61+KXSWI2g+7irJJUVDq2HQWFjgKAvKOPdc5gx90zxllnH0Q2s2w1FseSji2FOcnvmBSnORi1x5VSmmY9/dSP6rbCwYt8KP7m7RMC2yFHQGmkksOuPpN1v7Xz4fbdNDKWJw9B3tbrTpt4/7lRa06YFxPtYba5vN1l1eAI2RI15aoYYrPm66DG/Amli4TLLCnYvMDctWs0Vp6MA/YT3AtAxZZC7hDmZYrmc4vAeLQJqrGqw7DVbLlhqLD2BrKW+xgcdW92BZhqYMtbGKSSduYDjlPrc4/1alfBiSGIPaIPwrmd/Qzt/7eF857q52Nlc3vq6v7H6Y7Oo8eU3ekLekQ96TXfKJHJAe4USQH+Qn+dVYaHQaW43tMXR2ZhLzitSksfcHHyqLVQ==</latexit>!

Query : Gummy Candy
<latexit sha1_base64="pbHKaBismcVhCq+OI0YgUBZfOl8=">AAAEkHicnVPbbtNAEN22AYq5teWRlxVVpCKFKkkvVJUqihAV4gEKvUo4itbrSbzKXtzdcVvXym/wCr/F37BOIrWmoQ+MZHlm9sxlz+xEqRQOm83fM7NztXv3H8w/DB49fvL02cLi0rEzmeVwxI009jRiDqTQcIQCJZymFpiKJJxEg/fl+ck5WCeMPsQ8hY5ifS16gjP0rnAljFRx2j0bvtqm3YXl5mpzJPS20pooy2Qi+93FOR3GhmcKNHLJnCuYRcElDIMwc5AyPmB9+I5wiRcixmSn3eSqUZoJiH6CO2ve7hR9MArQ5pWoginnchUNaV0xTFwlo4UzbTolpDybBilGzPgT74ppz1j/aaQj77QyDf/HRE1NVXqs67lqfw4Vs7mNq94e0zyPzGWVgQx7W51C6DRD0HzcVS+TFA0tZ0JjYYGjzCnj3HOZMfRN84RZxtHPLgjCUWxxIOLYU5x0/VylOctEpryqFNOx724k/1U2Foxb4Ud3s2iY5GkCOgXNJOat8fSD+t6Xz4fb9ECKGBx9TdsbDfrtw16pNRt03zgf6421zaB+kxdAY+SIl3qo4YKPmy7CK7AmFi6VLHcDkbphUQ/qlIYO/EvWfUyKkEXmHG5ghsV6isNbsAikuajA2tNglWyJsXgHtpLyGtv02PIeLE3RFKE2VjHpxBUMp9znGuffqpR3Q3rGoDYI/0rmN7T19z7eVo7bq63N1Y2v68u7W5NdnScvyEuyQlrkDdklH8k+OSKcpOQH+Ul+1ZZqW7W3tXdj6OzMJOY5qUjt0x8UdY15</latexit>

(Xq) :

Metadata 
Metadata 

<latexit sha1_base64="uDEtL8VfEq1cNvdCA3gXfYpJkCY=">AAAElnicnVPbbtNAEN22AUq4pfCCxMuKKhJIpUrSC1WloiLUwhMEepVwFK3Xk3jVvbi747au5T/hFf6Jv2GdRGpNQx8YyfLM7JnLntkJEykctlq/Z2bnanfu3pu/X3/w8NHjJ42Fp4fOpJbDATfS2OOQOZBCwwEKlHCcWGAqlHAUnnwoz4/OwDph9D5mCfQUG2oxEJyhd/UbjVdBqPL3/fy03y6K15u031hsLbdGQm8q7YmySCbS7S/M6SAyPFWgkUvmXM4sCi6hqAepg4TxEzaE7wgXeC4ijLc6La6WSjMGMYxxa8XbvXwIRgHarBKVM+VcpsKCNhXD2FUyWjjVpldCyrNpkHzEjz/xrogOjPWfRjryTiuz5P8Yq6mpSo91A1ftz6FiNrNR1TtgmmehuagykOJgo5cLnaQImo+7GqSSoqHlZGgkLHCUGWWcey5Thr5pHjPLOPoJ1uvBKDbfE1HkKY77frrSnKYiVV5ViunIdzeS/yobCcat8KO7XjSIsyQGnYBmErP2ePr15u6Xz/ubdE+KCBx9QztrS/Tbzm6ptZZo1zgf642V9XrzOi+AxsgRL81AwzkfN50Hl2BNJFwiWeZOROKKvFlvUho48O9ZDzHOAxaaM7iGKfLVBIsbsBCkOa/AOtNglWyxsXgLtpLyCtvy2PIeLEnQ5IE2VjHpxCUUU+5zhfNvVcrbIQNjUBuEfyXzG9r+ex9vKoed5fb68trX1cXtjcmuzpMX5CV5RdrkLdkmn0iXHBBOzsgP8pP8qj2vvavt1D6OobMzk5hnpCK17h+DKo9D</latexit>

(Aq1) :
<latexit sha1_base64="+cg0wqcdfkpLbaqH9BuGcp6oU8g=">AAAElnicnVPbbtNAEN22AUq4pfCCxMuKKhJIpUrSC1WloiLUwhMEepVwFK3Xk3jVvbi747au5T/hFf6Jv2GdRGpNQx8YyfLM7JnLntkJEykctlq/Z2bnanfu3pu/X3/w8NHjJ42Fp4fOpJbDATfS2OOQOZBCwwEKlHCcWGAqlHAUnnwoz4/OwDph9D5mCfQUG2oxEJyhd/UbjVdBqPL3/fy03ymK15u031hsLbdGQm8q7YmySCbS7S/M6SAyPFWgkUvmXM4sCi6hqAepg4TxEzaE7wgXeC4ijLc6La6WSjMGMYxxa8XbvXwIRgHarBKVM+VcpsKCNhXD2FUyWjjVpldCyrNpkHzEjz/xrogOjPWfRjryTiuz5P8Yq6mpSo91A1ftz6FiNrNR1TtgmmehuagykOJgo5cLnaQImo+7GqSSoqHlZGgkLHCUGWWcey5Thr5pHjPLOPoJ1uvBKDbfE1HkKY77frrSnKYiVV5ViunIdzeS/yobCcat8KO7XjSIsyQGnYBmErP2ePr15u6Xz/ubdE+KCBx9QztrS/Tbzm6ptZZo1zgf642V9XrzOi+AxsgRL81AwzkfN50Hl2BNJFwiWeZOROKKvFlvUho48O9ZDzHOAxaaM7iGKfLVBIsbsBCkOa/AOtNglWyxsXgLtpLyCtvy2PIeLEnQ5IE2VjHpxCUUU+5zhfNvVcrbIQNjUBuEfyXzG9r+ex9vKoed5fb68trX1cXtjcmuzpMX5CV5RdrkLdkmn0iXHBBOzsgP8pP8qj2vvavt1D6OobMzk5hnpCK17h+HUI9E</latexit>

(Aq2) :

: Gummi Candies
: Candy

: Jelly BeanLabel 
<latexit sha1_base64="el9spUZ8QTb8fbLrqC5wp97OdEY=">AAAEj3icnVNbTxNBFB6gKq4XQB99mUiaYFJJW64hwZAYib4oyjWyTTM7e9qdMJdl5iywbPozfNXf5b9xtm0CK5UHT7LZc8585zLfmROlUjhsNn9PTc/UHjx8NPs4ePL02fO5+YUXR85klsMhN9LYk4g5kELDIQqUcJJaYCqScBydvS/Pjy/AOmH0AeYpdBTra9ETnKF3nS6FkSq+d+XgzVZ3frG53BwKvau0xsoiGcted2FGh7HhmQKNXDLnCmZRcAmDIMwcpIyfsT6cIlzhpYgx2W43uWqUZgKin+D2irc7RR+MArR5JapgyrlcRQNaVwwTV8lo4VybTgkpzyZBiiEx/sS7Ytoz1n8a6dA7qUzD/zFRE1OVHut6rtqfQ8VsbuOqt8c0zyNzVWUgw95mpxA6zRA0H3XVyyRFQ8uR0FhY4Chzyjj3XGYMfdM8YZZx9KMLgnAYW+yLOPYUJ10/VmnOM5EpryrFdOy7G8p/lY0F41b40d0uGiZ5moBOQTOJeWs0/aC+++XzwRbdlyIGR9/S9lqDfvuwW2rNBt0zzsd6Y2U9qN/mBdAYOeSlHmq45KOmi/AarImFSyXL3ZlI3aCoB3VKQwf+Ies+JkXIInMBtzCDYjXFwR1YBNJcVmDtSbBKtsRYvAdbSXmDbXpseQ+WpmiKUBurmHTiGgYT7nOD829VyvshPWNQG4R/JfMb2vp7H+8qR+3l1vry2tfVxZ3N8a7OklfkNVkiLbJBdshHskcOCSeG/CA/ya/aQm2j9q62M4JOT41jXpKK1D79AVhzjUw=</latexit>

(Zl) :

Metadata 
<latexit sha1_base64="LA1KlWWTHUyA87XmMrZtlmWn790=">AAAElnicnVPbbtNAEN22AUq4pfCCxMuKKhJIpUrSC1WloiLUwhMEepVwFK3Xk3jVvbi747au5T/hFf6Jv2GdRGpNQx8YyfLM7JnLntkJEykctlq/Z2bnanfu3pu/X3/w8NHjJ42Fp4fOpJbDATfS2OOQOZBCwwEKlHCcWGAqlHAUnnwoz4/OwDph9D5mCfQUG2oxEJyhd/UbjVdBqPL3/Vz220XxepP2G4ut5dZI6E2lPVEWyUS6/YU5HUSGpwo0csmcy5lFwSUU9SB1kDB+wobwHeECz0WE8VanxdVSacYghjFurXi7lw/BKECbVaJyppzLVFjQpmIYu0pGC6fa9EpIeTYNko/48SfeFdGBsf7TSEfeaWWW/B9jNTVV6bFu4Kr9OVTMZjaqegdM8yw0F1UGUhxs9HKhkxRB83FXg1RSNLScDI2EBY4yo4xzz2XK0DfNY2YZRz/Bej0YxeZ7Ioo8xXHfT1ea01SkyqtKMR357kbyX2UjwbgVfnTXiwZxlsSgE9BMYtYeT7/e3P3yeX+T7kkRgaNvaGdtiX7b2S211hLtGudjvbGyXm9e5wXQGDnipRloOOfjpvPgEqyJhEsky9yJSFyRN+tNSgMH/j3rIcZ5wEJzBtcwRb6aYHEDFoI05xVYZxqski02Fm/BVlJeYVseW96DJQmaPNDGKiaduIRiyn2ucP6tSnk7ZGAMaoPwr2R+Q9t/7+NN5bCz3F5fXvu6uri9MdnVefKCvCSvSJu8JdvkE+mSA8LJGflBfpJftee1d7Wd2scxdHZmEvOMVKTW/QNuYo8+</latexit>

(Al1) :: Gelatin desserts

<latexit sha1_base64="2d/mtcTyCuZPu+IKjdTm+vX8OoA=">AAAEpnicnVPdT9RAEF/gVKwfgD76spFcwsNJ7o4PjQmGRCE+IQoHJPZybrdz1w3b3bI7BUrTV/8aX/V/8b9x27sEKicPTtJ0ZvY3H/ubnSCRwmK7/Xtmdq5x7/6D+Yfeo8dPni4sLj07sjo1HHpcS21OAmZBCgU9FCjhJDHA4kDCcXD6vjw/PgdjhVaHmCXQj9lIiaHgDJ1rsEj9mGFkucl3ikHuYwTIBpWPM5l/KIrB4nJ7tV0Jva10Jsoymcj+YGlO+aHmaQwKuWTW5syg4BIKz08tJIyfshF8RbjECxFitNVt87hVmhGIUYRba87u5yPQMaDJalE5i63N4qCgzartWkYDZ0r3S0h5Ng2SV3y5E+cK6VAb9ymklXdamZb7YxRPTVV6jB3aen8WY2YyE9a9Q6Z4FujLOgMpDt/0c6GSFEHxcVfDVFLUtJwUDYUBjjKjjHPHZcrQNc0jZhhHN1HP86vY/ECEoaM4GrhpS32WijR2ahwzFbruKvmvsqFg3Ag3uptF/ShLIlAJKCYx64yn7zV3P+0dvqUHUoRg6Sva3WjRLzu7pdZu0X1tXawz1ja95k1eALWWFS9NX8EFHzed+1dgdChsIllmT0Vii7zpNSn1Lbj3rUYY5T4L9DncwBT5eoLFLVgAUl/UYN1psFq2SBu8A1tLeY1tO2x5D5YkqHNfaRMzacUVFFPuc41zb1XKuyFDrVFphH8lcxva+XsfbytH3dXO5urG5/Xl7XeTXZ0nL8hLskI65DXZJh/JPukRTr6TH+Qn+dVYaew1eo3jMXR2ZhLznNSk8e0Pm8OXpw==</latexit>

E�D

Figure 3: MOGIC (OAK) training framework, depicted in Figure 1, is presented to facilitate a detailed explanation.

In this figure, we explain the detailed architecture of the proposed MOGIC framework. The input query is “Gummy Candy”,
and the expected label is “Jelly Bean”. The overall framework comprises of 4 different parts: (1) disciple, (2) task specific
loss functions, (3) guidance from the oracle to the disciple, and (4) the oracle itself. The framework comprises of 2 stages:
oracle training and disciple training. The oracle training leverages both the query-side as well as the label-side ground truth
metadata. As shown in the Figure 3, the query-side ground truth metadata includes 2 memory items: “Gummi Candies” and
“Candy”. The label side ground truth metadata includes just one memory item in this case: “Gelatin Desserts”. This rich
metadata is concatenated with the query and the label in the text form to train the oracle. In stage 2, we train the disciple
based on guidance from the oracle. This stage 2 is illustrated in detail in the Figure 3. The disciple denoted by the green box,
consists of an encoder, memory bank and a combiner C . At train time, the disciple first encodes both the query as well
as the label using the same encoder. Since the disciple has to be low latency, it must involve late fusion. For late fusion,
we need embedding representations of both the query as well as the metadata items. To obtain embedding of the metadata
items, the query is also sent to the memory bank. The combiner actually performs the late fusion using cross attention and
outputs an enhanced query representation. Of course while training the disciple, we need to ensure that the task specific
loss is minimized. This loss tries to maximize the similarity between the embedding of the label and the enhanced query
representation, and is illustrated in the task part of the Figure 3. The guidance part of the Figure 3 shows how the guidance
is passed on by the oracle to the disciple using 4 different loss functions. These loss functions try to maximize the similarity
between (a) oracle’s query representation and the disciple’s query representation (b) oracle’s label representation and the
disciple’s label representation (c) oracle’s query representation and the disciple’s label representation, and (d) oracle’s label
representation and the disciple’s query representation.
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C. End-to-end Walkthrough of the MOGIC Framework

Courts by type

Landforms

Tennis terminology

Tennis court surfaces

Grasslands
Query: Grass Court
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Figure 4: This is a detailed version of Figure 1. θL represents the parameters of the classifier that predicts metadata for
a given query. θM denotes the memory bank containing memory items corresponding to query and label metadata. θD
represents the parameters of the base encoder in disciple. C signifies the combiner module. Collectively, θL, θM , θD, and C
constitute the parameters of the disciple, denoted as θD.

This section provides a more detailed walkthrough of the MOGIC framework as depicted in Figure 1. Figure 4 shows a
more detailed version of the architecture and it will help us to walk through an example on the training and the inference of
the MOGIC framework. Let us consider the query “Grass Court” mentioned in Table 1. The framework has three major
blocks – query processing block, label processing block and oracle representation block. The query processing block and
label processing block are part of the disciple.

Query processing block: involves the following steps

• Metadata retrieval: The query “Grass Court” is sent to the memory bank to retrieve relevant metadata, including
“Courts by type”, “Landforms”, and “Grasslands”. The memory bank contains vector representations for each of these
metadata. These vector representations are then sent for further processing.

• Query encoding: The query “Grass court” is passed through the disciple encoder to obtain its vector representation.
• Query enrichment: The query representation is fused with the metadata representation using a cross-attention layer to

create an enriched query representation.

Label processing block: similar to the above query processing

• Label encoding: The label “Clay Court” is passed through the base encoder to obtain its vector representation. This
encoder is shared between query and the label.

• Label enrichment: The label vector representation is further enriched by combining it with a separate “Clay Court”
free parameter.

Oracle representation block: The query “Grass Court” is concatenated with its associated ground truth metadata “Tennis
terminology”, “Sports rules and regulations”, “Tennis court surfaces” to form a super query “Clay Court Tennis terminology
Sports rules and regulations Tennis court surfaces”. This super query is passed through the oracle encoder to obtain its
vector representation. Similarly “Clay court” is concatenated with “Clay”, “Tennis court surfaces” and “Clay tournaments”
and passed to the shared oracle encoder to obtain its vector representation.

The above blocks are then used for training and inference,

Inference: During inference for the query “Grass Court” we compute its query representation using the query processing
block and then calculate its similarity with all label representations, present in the dataset, computed from the label processing
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block, including “Alabama”, “Clay Court”, “Carpet Court”, “Hardcourt” and “Henry Moore”, to determine their relevance
to the query using cosine similarity distance.

Training: Unlike inference, training uses all the blocks and involves the following steps:

• Vector representations: We compute query and label representations for both the query “Grass Court” and the label
“Clay Court” using the query processing block and the label processing block.

• Triplet loss: We then apply triplet loss to the query and label representations, as is common in retrieval methods.
• Oracle regularization: To further regularize the disciple model, we introduce additional triplet loss terms (a) between

the query “Grass Court” oracle representation and the “Clay Court” label representation. (b) between the label “Clay
Court” oracle representation and the “Grass Court” query representation. (c) mean squared error (MSE) loss to minimize
the distance between the “Grass Court” oracle representation and its query representation and the “Clay Court” oracle
representation and its label representation.

What makes MOGIC (OAK) perform better than OAK?

We observe that for the first example “Grass Court”, “Courts by type” is a good memory item, but some predicted memory
items (“Landforms” and “Grasslands”) are misleading. This is the same metadata which is used both by OAK as well
as MOGIC (OAK). Unfortunately, the misleading metadata causes OAK to produce bad predictions about geographical
places like “Texas, List of Nevada state prisons, Ronald Reagan Boyhood Home, West End (Richmond, Virginia)”. The
oracle-guidance fortunately helped MOGIC (OAK) to avoid paying attention to the misleading metadata and therefore
MOGIC (OAK) ends up predicting accurate labels like “Clay court, Carpet court, Hardcourt”. Even the label “U.S. Men’s
Clay Court Championships” is somewhat relevant. With MOGIC regularized training, MOGIC (OAK) was able to retain the
original intent of the query and predicted various type tennis courts.

C.1. Relation between MOGIC and Knowledge Distillation

The disciple training in MOGIC is a novel variant of knowledge distillation (KD). Compared to standard KD, it differs in
multiple ways. First, the metadata is provided as early concatenation in textual form for the oracle, but is used to train free
parameters in the disciple’s memory via a novel regularization framework. This can be viewed as knowledge distillation from
an early-concatentation model to a two-tower model. While all disciple models benefit from this framework, the additional
parameters present in the memory-based disciples such as MOGIC (OAK) demonstrate the most gains. Furthermore, the
oracle has access to ground-truth metadata, which is privileged information that is not available to the disciple model (unlike
standard KD). In this MOGIC framework, the oracle can either be larger, or of the same size as the disciple. Table 3 presents
comparisons between larger (LLM-based, 2.7B/7B sized) oracle and a disciple-sized (65M sized), DistilBERT oracle. For
more details, please refer to Section 4.2.

D. Prompt for SLMs

Given the title of a wikipedia article and the corresponding categories of that article on wikipedia , your task is
to predict the titles of all articles which are likely to be listed in the see also section of the mentioned
article. Output the coma separated list of titles of the articles in the see also section of the given article.

\#\#\# Input : \newline
\#\#\# Title : agricultural science \newline
\#\#\# Categories : agriculture , agronomy \newline

\#\#\#\# Task Output \newline
\#\#\#\# Predicted titles \newline
agricultural sciences basic topics , agriculture ministry , agroecology , american society of agronomy , genomics of
domestication , history of agricultural science , institute of food and agricultural sciences , international
assessment of agricultural science and technology for development , national ffa organization , agricultural science.

Listing 1: This prompt aims to fine-tune small language models (LLaMA-2 and Phi-2) using LoRA to predict the titles of
articles likely to appear in the ‘See Also’ section of a Wikipedia article given its title and associated categories.
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E. Theoretical Proofs
E.1. Notations

Let D =
{
{(Xi,yi)}Ni=1, {Zl}Ll=1

}
be the training dataset, where Xi, Zl are the raw text features of ith query and lth label

respectively, and yi ∈ {0, 1}L is the binary label vector for the ith query.

Let the oracle be a dual encoder model denoted by parameters θO = {θqO, θlO}. Similarly, let the disciple also be a dual
encoder model denoted by parameters θD = {θqD, θlD}. Given the raw text query and label samples X and Z, let the
frozen oracle embeddings be denoted as x∗ = EθO (X), z∗ = EθO (Z), and the trainable disciple embeddings be denoted by
x = EθD (X), z = EθD (Z).

Let Z = {z1, . . . , zL} be the matrix of all label embeddings stacked together. Consider the loss L({(xi,yi)}Ni=1, {zl}Ll=1) =
1
N

∑N
i=1 ℓ(Z

⊤xi,yi) to be a generic loss function that is separable over query samples. Note that the triplet loss used by
MOGIC falls in this family of loss functions, and therefore the analysis presented below holds true for it.

Let the query and label towers of the disciple model θD = {θqD, θlD} belong to hypothesis classes F ,G whose complexities
be bounded by Rademacher constants Rq, Rl respectively.

The Rademacher complexity constants Rq and Rl are scalar values that quantify the complexity or capacity of the hypothesis
classes corresponding to the query tower and the label tower, respectively. We use the standard definitions of Rademacher
constants from the Statistical Learning Theory for Binary Classification problems 3 4.

Under the above setting, the Alignment and Matching losses can be expressed as:

LAlignment =
1

2

(
L({(xi,yi)}Ni=1, {z∗l }Ll=1) + L({(x∗

i ,yi)}Ni=1, {zl}Ll=1)
)

(4)

LMatching =
1

N

N∑
i=1

∥xi − x∗
i ∥2 +

1

L

L∑
l=1

∥zl − z∗l ∥2 (5)

E.2. Derivations

The below lemma shows that the triplet loss used in MOGIC is upper-bounded by a linear combination of the Alignment
and Matching loss, assuming that the individual pairwise loss terms comprising the triplet loss are Lipschitz continuous by
themselves.

Lemma 2. Let P be the number of positive labels for a given query and, ℓ(si,yi) = 1
P ·(L−P )

∑
p,q∈{1,...,L} 1(yip =

+1)1(yin = −1)g(sin − sip) be the triplet loss for a query i which is decomposable over all relevant-irrelevant label pairs.
If g is Lipschitz-continuous with constant K, then the following inequalities hold true:

L({(xi,yi)}Ni=1, {zl}Ll=1) ≤ L({(xi,yi)}Ni=1, {z∗l }Ll=1) +
2 ·K ·B

L

L∑
l=1

∥zl − z∗l ∥2 (6)

L({(xi,yi)}Ni=1, {zl}Ll=1) ≤ L({(x∗
i ,yi)}Ni=1, {zl}Ll=1) +

2 ·K ·B
N

N∑
i=1

∥xi − x∗
i ∥2 (7)

3https://web.eecs.umich.edu/~cscott/past_courses/eecs598w14/notes/10_rademacher.pdf
4https://www.cs.cmu.edu/~ninamf/ML11/lect1117.pdf
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Proof. Let si, s
′
i be two score vectors. Then,

|ℓ(si,yi)− ℓ(s
′
i,yi)| (8)

= | 1

P · (L− P )

∑
p,q∈{1,...,L}

1(yip = +1)1(yin = −1)(g(sin − sip)− g(s
′
in − s

′
ip))| (9)

≤ 1

P.(L− P )

∑
p,q∈{1,...,L}

1(yip = +1)1(yin = −1)|g(sin − sip)− g(s
′
in − s

′
ip)| (10)

≤ K

P · (L− P )

∑
p,q∈{1,··· ,L}

1(yip = +1)1(yin = −1)(|sin − s
′
in|+ |sip − s

′
ip|) (11)

If si = Z⊤xi and s
′
i = Z∗⊤xi, then:

1

N

N∑
i=1

|ℓ(si,yi)− ℓ(s
′
i,yi)| (12)

≤ K ·B
N · P · (L− P )

∑
p,q∈{1,...,L}

1(yip = +1)1(yin = −1)(∥zn − z∗n∥2 + ∥zp − z∗p∥2) (13)

≤ K ·B
N · P · (L− P )

· 2NP (L− P )

L

L∑
l=1

∥zl − z∗l ∥2 (14)

=
2 ·K ·B

L

L∑
l=1

∥zl − z∗l ∥2 (15)

As a result, the following inequality holds true:

L({(xi,yi)}Ni=1, {zl}Ll=1) ≤ L({(xi,yi)}Ni=1, {z∗l }Ll=1) +
2 ·K ·B

L

L∑
l=1

∥zl − z∗l ∥2 (16)

Similarly, if si = Z⊤xi and s
′
i = Z⊤x∗

i , then:

1

N

N∑
i=1

|ℓ(si,yi)− ℓ(s
′
i,yi)| (17)

≤ 2 ·K ·B
N · P · (L− P )

∑
p,q∈{1,...,L}

1(yip = +1)1(yin = −1)∥xi − x∗
i ∥2 (18)

=
2 ·K ·B

N

N∑
i=1

∥xi − x∗
i ∥2 (19)

As a result, the following inequality holds true as well:

L({(xi,yi)}Ni=1, {zl}Ll=1) ≤ L({(x∗
i ,yi)}Ni=1, {zl}Ll=1) +

2 ·K ·B
N

N∑
i=1

∥xi − x∗
i ∥2 (20)

Lemma 3. Assume a realizable setting where, for some θD = θ∗D, x = x∗, z = z∗ holds for all x, z. Now, let θD = θ̄D
be another value of θD which minimizes the oracle-guided population loss LAlignment + λLMatching. Its corresponding
embeddings are denoted by x̄, z̄. Further, assume that all the embeddings are bounded by ∥x̄∥2, ∥z̄∥2, ∥x∗∥2, ∥z∗∥2 ≤ B.

Then, for λ = K ·B, the following inequalities hold:

L({(x̄i,yi)}Ni=1, {z̄l}Ll=1) ≤ LAlignment + λ · LMatching ≤ L({(x∗
i ,yi)}Ni=1, {z∗l }Ll=1) (21)
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Proof. By averaging the two inequalities in Lemma 2, we get the following result:

L({(x̄i,yi)}Ni=1, {z̄l}Ll=1) (22)

≤ 1

2
(L({(x̄i,yi)}Ni=1, {z∗l }Ll=1) + L({(x∗

i ,yi)}Ni=1, {z̄l}Ll=1))

+K ·B(
1

L

L∑
l=1

∥z̄l − z∗l ∥2 +
1

N

N∑
i=1

∥x̄i − x∗
i ∥2) (23)

= LAlignment +K ·B · LMatching (24)

Next, note that x̄, z̄ are the values of x, z which minimize the oracle-guided loss. Due to this and the realizable setting
assumption:

LAlignment +K ·B · LMatching (25)

=
1

2
(L({(x̄i,yi)}Ni=1, {z∗l }Ll=1) + L({(x∗

i ,yi)}Ni=1, {z̄l}Ll=1))

+K ·B(
1

L

L∑
l=1

∥z̄l − z∗l ∥2 +
1

N

N∑
i=1

∥x̄i − x∗
i ∥2) (26)

≤ 1

2
(L({(x∗

i ,yi)}Ni=1, {z∗l }Ll=1) + L({(x∗
i ,yi)}Ni=1, {z∗l }Ll=1))

+K ·B(
1

L

L∑
l=1

∥z∗l − z∗l ∥2 +
1

N

N∑
i=1

∥x∗
i − x∗

i ∥2) (27)

= L({(x∗
i ,yi)}Ni=1, {z∗l }Ll=1) (28)

The above proves the two inequalities.

However, optimizing the population-level oracle-guided loss is not feasible as we are often restricted to a finite training
sample size. Now, empirical loss optimization on the finite training set introduces some error. The following lemma bounds
this error:

Lemma 4. Let the disciple model be trained by minimizing the oracle-guided loss on the training set D ={
{(Xi,yi)}Ni=1, {Zl}Ll=1

}
. Let the empirical training risk attained by this minimization be L̂, then the following inequality

holds:

|min
θD

E(L − L̂)| ≤ 2K

N
· (Rq +Rl) +

√
log( 1δ )

N
(29)

where L is the population-level oracle-guided training loss.

Proof. Proof uses the standard ideas of ghost sampling and Rademacher complexity bounding, along with some well-known
properties of Rademacher complexity. Note here that minθD EL = LAlignment + λ · LMatching with x̄, z̄ embeddings, thus
connecting to Lemma 3.

Theorem 5. Given the problem setting described above, if the disciple model is trained by minimizing the oracle-guided loss
L = L, Alignment + λ · LMatching on the training set D =

{
{(Xi,yi)}Ni=1, {Zl}Ll=1

}
, then for some λ > 0 and any δ ∈ [0, 1],

the following inequality holds true with probability at least 1− δ:

E(x,y)ℓ(Z
⊤x,y) ≤ E(x,y)ℓ(Z

∗⊤x∗,y) +
4K

N
· (Rq +Rl) + 2

√
log( 1δ )

N
(30)

Proof. Proof involves a simple algebraic combination of the results in Lemmas 3 and 4.
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F. Experimental Setup
In this appendix, we discuss details regarding the dataset statistics, training hyper-parameters, and the evaluate metrics used.

F.1. Dataset Statistics
Table 9: A summary of the dataset statistics in terms of the queries (Q), labels (L) and memory items (M). The Avg.
queries per label is computed as the average value of the number of positive labels associated with each query in the
dataset. Similarly, to find the Avg. labels per query, given a label, we identify the number of queries for which that label
is a positive, and compute the average of those numbers. For LF-WikiSeeAlsoTitles-320K and LF-WikiSeeAlso-320K
tasks, the Wikipedia categories that these articles are tagged with are used as metadata. For LF-WikiTitles-500K and
LF-Wikipedia-500K tasks, the Wikipedia article titles connected to each original page via hyperlinks in the article are used
as metadata. For LF-AmazonTitles-131K and LF-Amazon-131K tasks, categories associated with the product are metadata.

Dataset # Train Queries (Q) # Labels (L) # Test Queries Avg. Queries/label Avg. Labels/query Metadata Types # Metadata (M) Avg. Metadata/Query

LF-WikiSeeAlsoTitles-320K 693K 312K 177K 2.11 4.67 category 656K 4.89

LF-WikiSeeAlso-320K 693K 312K 177K 2.11 4.67 category 656K 4.89

LF-WikiTitles-500K 1.8M 501K 783K 4.74 17.15 hyper-link 2.1M 15.95

LF-Wikipedia-500K 1.8M 501K 783K 4.74 17.15 hyper-link 2.1M 15.95

LF-AmazonTitles-131K 294K 131K 134K 5.15 2.29 category 210K 4.64

LF-Amazon-131K 294K 131K 134K 5.15 2.29 category 210K 4.64

F.2. Hyper-parameters and Training Details

Table 10 shows hyper-parameters used in MOGIC to regularize XC models. SLMs were obtained from the HuggingFace
model repository. Phi-2 (2.7B parameters) was retrieved from https://huggingface.co/microsoft/phi-2, and LLaMA-
2 (7B parameters) was retrieved from https://huggingface.co/meta-llama/Llama-2-7b.

Table 10: Hyper-parameter values for MOGIC on all datasets to enable reproducibility. MOGIC code will be released
publicly. Most hyperparameters were set to their default values across all datasets. LR is learning rate. Margin γ = 0.3 was
used for contrastive loss. A cell containing the symbol ↑ indicates that that cell contains the same hyperparameter value
present in the cell directly above it.

Dataset Batch Size
S

Encoder
epochs

Encoder LR
lr

Bert seq. length
Lmax

LF-WikiSeeAlsoTitles-320K 1024 300 0.0002 32
LF-WikiTitles-500K ↑ ↑ ↑ ↑
LF-WikiSeeAlso-320K ↑ ↑ ↑ 256
LF-Wikipedia-500K ↑ ↑ ↑ ↑

F.3. Label Quantile Creation

For Figure 2, labels were divided into 5 equi-voluminous quantiles. To each label l ∈ [L], a popularity score Vl = |{i :
yil = +1}| was assigned by counting number of training datapoints tagged with that label. The total volume of all labels
was computed as Vtot

def
=

∑
l∈[L] Vl. Labels were arranged in decreasing order of their popularity score Vl. Five label

quantiles were then created so that the volume of labels in each bin, sum of popularity of labels, is roughly ≈ Vtot/5.
Thus, labels were collected in the first bin in decreasing order of popularity till the total volume of labels in that bin
exceeded Vtot/5 at which point the first bin was complete and the second bin was created by selecting remaining labels in
decreasing order or popularity till the total volume of labels in the second bin exceeded Vtot/5 and so on. For example,
for the LF-WikiTitles-500K dataset, the five bins were found to contain approximately 1K, 9K, 30K, 84K, 375K labels
respectively. Note that the first bin contains very few ≈ 1K labels since these are head labels and a small number of them
quickly racked up a total volume of ≈ Vtot/5 whereas the last quantile contains more than 100× more labels at around
375K labels since these are tail labels and so a lot more of them are needed to add up to a total volume of ≈ Vtot/5.
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F.4. Evaluation Metrics

Performance has been evaluated using propensity scored precision@k and nDCG@k, which are unbiased and more
suitable metric in the extreme multi-labels setting (Jain et al., 2016; Babbar & Schölkopf, 2019; Prabhu et al., 2018a;b). The
propensity model and values available on The Extreme Classification Repository (Bhatia et al., 2016) were used. Performance
has also been evaluated using vanilla precision@k and nDCG@k (with k = 1, 3 and 5) for extreme classification.

Let ŷ ∈ RL denote the predicted score vector and y ∈ {0, 1}L denote the ground truth vector (with {0, 1} entries this time
instead of ±1 entries, for sake of convenience). The notation rankk(ŷ) ⊂ [L] denotes the set of k labels with highest scores
in the prediction score vector ŷ and ∥y∥1 denotes the number of relevant labels in the ground truth vector. Then we have:

P@k =
1

k

∑
l∈rankk(ŷ)

yl (31)

PSP@k =
1

k

∑
l∈rankk(ŷ)

yl
pl

(32)

DCG@k =
1

k

∑
{(i,l)|l∈rankk(ŷ),i∈N,i=|{y∈rankk(ŷ)|y<l|}}

yl
log(i+ 1)

(33)

PSDCG@k =
1

k

∑
{(i,l)|l∈rankk(ŷ),i∈N,i=|{y∈rankk(ŷ)|y<l|}}

yl
pl log(i+ 1)

(34)

nDCG@k =
DCG@k∑min(k,||y||0)

l=1
1

log(l+1)

(35)

PSnDCG@k =
PSDCG@k∑k

l=1
1

log l+1

(36)

FN@k = 1−
∑

l∈rankk(ŷ)
yl

∥y∥1
(37)

Here, pl is propensity score of the label l calculated as described in Jain et al. (2016).

G. Additional Experimental Results
We now present additional experimental results and various ablation experiments pertaining to MOGIC.

G.1. Sensitivity Analysis of the Loss Hyperparameters

Results in Table 2 used (α, β) = (1, 0.1) which leads to the best performance. This section presents the ablations on the
choice of α and β on the LF-WikiSeeAlsoTitles-320K dataset, with the values of all other hyperparameters as defined in
Appendix F.2. The following table summarizes the results. We also observe that the performance of MOGIC is generally
robust to the choice of (α, β) with a variance of 0.108 in P@1, when comparing across all the choices considered. Figure 5
presents the results in the form of a heat map for better visualization.

Table 11: Sensitivity analysis over the α and β hyperparameters, considering α ∈ {0.1, 1, 10} and β ∈ {0.1, 1, 10}

α β P@1 P@5 N@5 PSP@1 PSP@5

0.1 0.1 34.23 17.75 35.40 27.05 32.67
0.1 1.0 34.34 17.74 35.45 27.07 32.63
0.1 10.0 33.70 17.47 34.83 26.23 32.07
1.0 0.1 34.62 17.93 35.70 27.44 33.18
1.0 1.0 34.56 17.91 35.66 27.32 33.12
1.0 10.0 34.05 17.61 35.05 26.55 32.42

10.0 0.1 34.16 17.57 35.04 26.84 32.39
10.0 1.0 34.11 17.56 35.00 26.72 32.32
10.0 10.0 33.61 17.30 34.47 25.89 31.66
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Figure 5: A plot of Table 11, which presents a sensitivity analysis over the α and β hyperparameters, considering all
combinations of α ∈ {0.1, 1, 10} and β ∈ {0.1, 1, 10}. Red denotes high values, whereas Blue denotes low values.

Table 12: The synergistic combination of the various components within MOGIC leads to the observed performance gains.
This table shows ablations of MOGIC with different components on LF-WikiSeeAlsoTitles-320K dataset.

Setting Models P@1 P@5 N@5 PSP@1 PSP@5

1 MOGIC (OAK) 34.62 17.93 35.70 27.44 33.18
2 MOGIC (OAK) + Oracle w/o Metadata 34.09 17.43 34.90 26.95 32.13
3 Early Fusion (similar to REALM) 28.49 14.52 29.46 22.26 26.52
4 MOGIC (OAK) + Early Fusion 29.30 14.88 29.92 22.21 26.87

G.2. Contribution of Components to Performance Gain

To systematically evaluate the individual contributions of the various components within the MOGIC framework, we conduct
a series of ablation studies in this section (cf. Table 12).

Contribution of metadata in oracle training (Setting 2 in Table 12): We train the MOGIC (OAK) model using an oracle
which has not been trained using any metadata. As seen in Table 12, this experiment yields results that are better than
standard OAK but not as good as the proposed MOGIC (OAK) where the oracle has access to metadata during training.
This shows that while individually, the regularization itself can result in better performance of the disciple, training oracle
with access to metadata further improves the performance.

Early fusion in disciple model (Settings 3 and 4 in Table 12): We choose to perform a late fusion of the metadata
information in the disciple model by passing the query representation and memory items through a single layer combiner.
An alternate choice could be to perform early fusion of metadata. To validate this, we perform two experiments, (a) only
early fusion in disciple (Setting 3), where the predicted metadata is concatenated with the input and (b) both early and late
fusion (Setting 4) where alongside concatenating the predicted metadata at input (Table 12), we also perform the fusion
using the combiner layer. Both of these approaches perform significantly worse than our proposed framework. This is
because late fusion adds robustness to incorrect predictions in the metadata.

G.3. Efficiency Analysis

We now report the training and inference time and comparisons between oracle and MOGIC (OAK). Tables 13 and 14
summarize these numbers. As we already note in Section 4, MOGIC is merely a regularization framework, and we observe
that inference times for a given baseline disciple model and its MOGIC variant are identical. There is marginal increase in
the training time due to computation of the additional regularization terms in the loss function.
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Table 13: Training and inference time of MOGIC (OAK) and DistilBERT oracle on different datasets.

Dataset Inference (in ms) Training (in hrs) Inference (in ms) Training (in hrs)

MOGIC (OAK) DistilBERT Oracle

LF-WikiSeeAlsoTitles-320K 14.06 25 24.70 45
LF-WikiTitles-500K 13.72 41 26.79 69
LF-AmazonTitles-131K 13.66 8 25.21 13

Training: All models were trained on AMD 4xMI200 GPUs. MOGIC (OAK) utilizes a context length of 32 for short-text
datasets and 256 for full-text datasets. The Oracle model was trained with context lengths of 128 and 256 for short and
full-text datasets, respectively. The training time for the DistilBERT-based oracle was approximately 2x that of MOGIC
(OAK), primarily attributed to the increased context length. This longer context length results in larger attention matrices,
thereby increasing the computational cost of backpropagation.

Inference: We evaluate the inference latency of MOGIC (OAK) on CPU using 8 threads, processing a single query with
2 metadata vectors within a PyTorch implementation. MOGIC (OAK) demonstrates significantly faster inference times
compared to the oracle model.

Table 14: Real world deployment latency of MOGIC (OAK) and its OAK encoder in milliseconds.

Algorithm Mean p95 p99 p999

OAK encoder 10.30 20.05 22.59 23.49
MOGIC (OAK) 14.95 22.34 25.07 27.08

To validate real-world feasibility, we further assess end-to-end production latency with inference on CPU, processing a
single query with two metadata vectors. Through model optimizations, we significantly reduce the latency gap between
the OAK encoder and MOGIC (OAK) inference, demonstrating the feasibility of deploying MOGIC (OAK) in real-world
scenarios.

G.4. Generalization of MOGIC on Other Datasets Across Disciples

MOGIC can generalize across both disciples and datasets. To validate this, we now include results on training MOGIC with
the DEXA and NGAME disciples on LF-Amazon-131K dataset. Table 15 summarizes these results, wherein we observe
that MOGIC demonstrates performance gains across both disciples.

Table 15: MOGIC is a general framework, and can be extended to any base XC algorithm to improve its accuracy. Along
with LF-WikiSeeAlsoTitles-320K (Table 6), MOGIC also shows gains over other disciples on LF-AmazonTitles-131K. We
observe MOGIC can improve accuracy of the base algorithm by 1-2% in P@1.

Models P@1 P@5 N@5 PSP@1 PSP@5

MOGIC (OAK) 47.01 22.40 49.51 40.62 50.33
OAK 46.42 21.88 49.06 39.76 49.78

MOGIC (NGAME) 44.27 21.26 47.48 39.48 49.18
NGAME 43.44 21.16 47.10 39.00 49.00

MOGIC (DEXA) 45.43 21.70 48.49 39.91 49.95
DEXA 44.47 21.34 47.65 39.25 49.08
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G.5. Experimental Results on Full-text Datasets

Table 16: Results on full-text benchmark datasets demonstrate that MOGIC achieves up to 2% higher accuracy compared to
baseline methods, similar to its performance on short-text datasets. Results on short-text datasets are presented in Table 2.
For details on evaluation metrics, please refer to Appendix F.4.

Method P@1 P@5 N@5 PSP@5 P@1 P@5 N@5 PSP@5 P@1 P@5 N@5 PSP@5

LF-WikiSeeAlso-320K LF-Wikipedia-500K LF-Amazon-131K

MOGIC (OAK) 49.62 24.26 50.49 43.17 85.34 51.50 77.85 61.74 50.05 23.72 52.87 53.80
OAK 48.57 23.28 49.16 40.44 85.23 50.79 77.26 60.80 48.36 22.20 51.27 52.21
DEXA 47.11 22.71 47.62 38.78 84.92 50.51 76.8 58.33 46.64 22.06 - 50.38
NGAME 46.4 18.05 46.64 33.33 84.01 49.97 75.97 57.04 46.53 22.02 49.58 50.45
ANCE 45.64 17.32 45.43 32.83 77.92 40.95 68.7 57.33 - - - -
DEXML - - - - 85.78 50.53 77.11 58.97 - - - -
GraphFormers 18.14 8.81 20.81 20.98 31.10 14.00 24.87 21.83 - - - -
GraphSAGE 19.30 10.82 22.67 23.5 32.53 15.5 25.33 19.14 - - - -

G.6. Comparisons with Pure LLM-based Approaches

Table 17 compares MOGIC against LLaMA- and Phi-based oracles without disciple models, when LoRA-finetuned for label
generation (XC task). Generative LMs cannot be directly employed for the XC task, and therefore, for these experiments we
carry out classification by comparing the embeddings associated with final token of the query and the labels from the last
layer of the SLM. Results reported in Table 17 summarizes this experiment. From Table 17, we observe that the (65M sized)
MOGIC disciple, trained with a DistilBERT/LLaMA-based oracle outperforms the 7B-scale fine-tuned SLMs used directly
without any disciple. We attribute this worse performance to the fact that these SLMs were pre-trained for text generation
and then adapted for label generation. However, despite their performance, their embeddings, when used for regularization
in the MOGIC framework, result in improved performance of the disciple models.

To further investigate performance comparisons against language models, we also include comparisons against LLaMA, Phi,
and GPT when used directly for label generation, with and without LoRA fine-tuning.

Table 17: Comparison of DistilBERT, an embedding-based method, with SLMs trained for text generation.

Model Task Evaluation Method P@1 P@5 PSP@1 PSP@5

DistilBERT (cf. Table 3) Embedding based 47.63 22.75 36.71 41.45
LLaMA + Metadata (LoRA) (cf. Table 3) Embedding based 34.20 16.21 30.46 31.93
Phi + Metadata (LoRA) (cf. Table 3) Embedding based 33.32 15.48 29.75 30.61
LLaMA + Metadata (LoRA) Generative 9.427 9.065 12.86 9.982
Phi + Metadata (LoRA) Generative 8.267 8.031 10.25 7.689
GPT + Metadata Generative 14.57 12.26 16.86 12.92

G.7. Dependency on Metadata During MOGIC Training

As discussed in Table 8 (cf. Section 4.3), disciples trained with an oracle are more robust to noisy/missing metadata in
comparison to their oracle counterparts during test time. This robustness is not limited to noise at inference-time, but also
noise present in the metadata during training time. To simulate a training scenario where reliable metadata linkages are not
available, we consider the following setting: We train MOGIC wherein 50% of the metadata is corrupted (i.e., replaced
with a randomly selected metadata from the corpus). The following table summarizes the linker, the oracle and disciple
models’ performance. We observe that MOGIC (OAK) is more robust to noisy metadata, even during training, and its drop
performance is negligible. The MOGIC model trained with noisy metadata continues to be state of the art, outperforming
the other baselines.
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Table 18: Linker metrics with 50% noise-added metadata, where 50% metadata for each query is replaced by random
metadata.

Method P@1 P@5 N@5 PSP@1 PSP@5 P@1 P@5 N@5 PSP@1 PSP@5

LF-WikiSeeAlsoTitles-320K LF-WikiTitles-500K

Ground-truth metadata 46.16 20.97 36.48 28.75 25.37 20.74 13.72 15.90 7.38 8.29
Noisy metadata 27.98 9.90 20.82 21.62 14.10 10.06 4.99 6.44 7.12 5.48

Table 19: Oracle metrics with 50%-noisy metadata

Method P@1 P@5 N@5 PSP@1 PSP@5 P@1 P@5 N@5 PSP@1 PSP@5

LF-WikiSeeAlsoTitles-320K LF-WikiTitles-500K

Ground-truth Oracle 47.48 22.64 48.18 36.60 41.27 64.32 29.92 50.58 37.41 39.75
Noisy Oracle 41.23 19.92 42.17 30.94 35.77 59.85 26.98 46.47 34.58 36.00

Table 20: Performance of MOGIC (OAK) with 50%-noisy metadata during training

Method P@1 P@5 N@5 PSP@1 PSP@5 P@1 P@5 N@5 PSP@1 PSP@5

LF-WikiSeeAlsoTitles-320K LF-WikiTitles-500K

MOGIC (OAK) (cf. Table 2) 34.62 17.93 35.70 27.44 33.18 47.28 18.55 34.97 27.29 26.12
MOGIC (OAK) with 50%-noisy metadata 34.29 17.68 35.37 27.89 33.07 46.68 18.53 34.83 27.44 26.27

G.8. Experimental Results on LF-AmazonTitles-1.3M

We present the results of MOGIC (OAK) on the LF-AmazonTitles-1.3M dataset, which is an extremely large-scale extreme
classification (XC) benchmark containing approximately 1.3 million labels.

Table 21: Results on LF-AmazonTitles-1.3M benchmark datasets

Method Metadata P@1 P@5 N@5 PSP@1 PSP@3 PSP@5

MOGIC (OAK) Dump Category 48.93 38.49 46.45 35.78 38.92 40.59
OAK Dump Category 48.91 38.13 46.07 34.65 37.53 39.04
MOGIC (OAK) GPT Category 50.95 39.95 48.19 36.28 39.50 41.22
OAK GPT Category 49.46 38.61 46.62 34.92 37.86 39.41

We constructed metadata for the LF-AmazonTitles-1.3M dataset using two different approaches:

1. Product-dump parsing: We parsed the Amazon product data dump to extract auxiliary information related to each
product. Among the various fields available, we selected the product category as the metadata to be used in our
experiments.

2. GPT-generated categories: We used GPT-4o-mini to generate category labels for each product, which were then used
as metadata.

Empirically, we observed that the GPT-generated categories yielded the most significant performance improvements.
However, the generated categories were not always consistent. To ensure compatibility with our algorithm, we performed a
conflation step to normalize and standardize these categories before use. For the conflation, we identified all tail entities
(having fewer than 5 samples per entity) and replaced these labels with their closest semantic match from the entire entity
set. A threshold was applied before the conflation to ensure that no two unrelated categories are merged together. This was
done to ensure that the erroneous entities generated due to stochastic nature of language models are merged together with a
more general entity label.
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H. Case Study: Effect of Metadata in MOGIC (OAK)
In our framework, metadata is provided as early concatenation in textual form to the oracle, which is then used to regularize
the free parameters of the disciple’s memory during training. While OAK suffers from overgeneralization and semantic
drift—often selecting popular or tangentially related labels—MOGIC (OAK) leverages metadata to guide its predictions
toward domain-specific and contextually appropriate labels. Metadata serves three main functions:

• Disambiguation: helping resolve terms with multiple meanings.

• Semantic grounding: encouraging consistency in domain or region.

• Error pruning: reducing the model’s tendency to retrieve globally frequent but contextually irrelevant entities.

Let us consider the two queries presented in Table 1 taken from LF-WikiSeeAlsoTitles-320K, where the task is, given the
title of a Wikipedia article, predict related Wikipedia articles listed in its See Also section. In the following, we examine how
metadata helps MOGIC rectify errors from OAK.

1. Grass court
For the query “Grass court”, the ground truth labels include specific types of tennis courts (Clay court, Carpet court,
Hardcourt), which are all surface types in the sport of tennis. The predicted metadata included Courts by type,
Landforms and Grasslands. Out of which Courts by type is the only relevant metadata which links to the ground-truth
labels.

OAK predictions are completely off-topic, retrieving labels such as Fernie Ghostriders (a Canadian ice hockey team),
Garland, Texas (a geographic location), and Ronald Reagan Boyhood Home (a historical site). These results reflect
a semantic drift: the model picks up on vague or shallow lexical or associative signals related to “court” but fails to
situate it in the correct sports domain.

MOGIC (OAK), in contrast, correctly predicts all three ground truth labels and only makes minor errors (e.g., Video
arcade, U.S. Men’s Clay Court Championships). This improvement comes from the regularization-based training of
MOGIC which helps the disciple focus on the right metadata using the guidance received from the oracle model during
training.

This example highlights how metadata helps disambiguate multi-sense terms (e.g., “court”) and offers semantic
grounding by restricting the model’s attention to the correct conceptual subspace.

2. Tangbe
The query “Tangbe” refers to a village in the Mustang District of Nepal. The ground truth labels reflect this geographical
and cultural context: Mustang District, Kali Gandaki Gorge, Upper Mustang, etc. The predicted metadata includes
Populated places in Cameroon, Communes of Cameroon and Township-level divisions of Hebei which are all irrelevant.

OAK predictions include entities like Desalpur (an archaeological site in India), Vladivostok (a city in Russia), and
Kitenge (a textile), which are geographically and topically irrelevant. The model appears to be guessing from a broad
set of vaguely place-related or historical entities without any clear regional grounding, which is mostly likely due to
error propagation from the linker.

In contrast, MOGIC (OAK) correctly retrieves all five ground truth labels, suggesting a precise understanding of the
regional context. This highlights the error pruning capability of MOGIC.
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